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Preface

Our textbook Half the Human Experience: The Psychology of Women had a good run, through eight editions. But
then, in the short time between finishing the 8th edition in 2012 and the present, many things changed,
foremost among them the transgender activist movement, blossoming new research on transgender
individuals, and fundamental challenges to the gender binary. At the same time, scholars and activists
increasingly called for a more intersectional approach to the psychology of women and gender. In light of
these major shifts, we decided that the field needed not a new edition, but a very new book. We sought a new
publisher and were impressed with Sage’s resonance with our ideas. We set out to write a new, cutting-edge
textbook that thoroughly integrated intersectionality and transgender research. We developed a new title that
pays homage to the textbook from which it was derived and simultaneously recognizes the new thinking about
gender: The Psychology of Women and Gender: Half the Human Experience +.

Within the field of gender and women’s studies today, we face a tension between the traditional emphasis on
cisgender women and the new emphasis on transgender people. Transgender activists and the new research on
trans people make us rethink what we mean by the term gender. We have tried hard to include that new
thinking in this textbook. Yet women remain oppressed in our society and most societies in the world, and
women’s issues continue to deserve a focus in our courses and textbooks. Therefore, we have tried to strike a
balance between an emphasis on women and an emphasis on trans folks and the new thinking about gender.
Strikingly, there are many commonalities among women and trans people, the persistent challenges they face,
and the profound resilience they display.

Language is extremely important. Our goal was to create a trans-inclusive textbook written in trans-inclusive
language. Yet that turns out to be more difficult than it might sound. Within the trans community, there are
often disagreements about preferred terminology, and terminology often changes over time. We have done
our best to use respectful language based on 2017 norms, but it is possible, indeed likely, that preferred terms
will change over the years. All of us need to keep up with these trends. A good basic rule is that people should
be called what they prefer to be called.

Intersectionality has become a more and more prominent force in gender and women’s studies, and it is
increasingly making its way into psychology. We began to introduce intersectionality into the textbook in its
previous incarnation. This time we integrated it thoroughly, examining its place in each chapter. This time,
we had much more to work with, because intersectionality research is blossoming in psychology.

Overall, our goal has been to create a text on the psychology of women and gender written in such a way that
it will be accessible to undergraduates who may have little background in psychology—perhaps only an
introductory course—yet also challenging and thought-provoking for senior psychology majors or gender and
women’s studies majors. We want students to feel excited to learn about the psychology of women and
gender, and we hope that our excitement about the field shows through for them in the book. This is truly
one of the most meaningful courses that a student can take. It can be life changing. Those of us who teach it
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can feel a deep pride in the body of research from which we can draw.

Three characteristics of this book—its readability, comprehensiveness, and scholarship—have been well
received in previous versions, and we have worked to retain and improve those features. We believe that the
readability of textbooks is a feminist principle. One of the goals of feminists has been to demystify science,
and as part of that effort we must demystify psychology, including the psychology of women and gender. Our
goal therefore has been to provide a text with solid, cutting-edge scholarship, clearly explained so that
students can grasp it—indeed, be captivated by it.

Each of us has taught psychology of women and gender numerous times using earlier versions of this
textbook. We have used those experiences to polish and improve the book. For example, if students have
problems with a question on an exam, is it because that passage in the book is not clearly written? If so, we fix
it. Both of us have a deep understanding of what is fascinating and what is difficult for students, and we put
that knowledge into our crafting of the book.

What’s new in this edition? We have kept the chapter numbering the same, although the titles of many
chapters changed with the new emphasis on both transgender and intersectionality. The following are some of
the highlights, although we can’t begin to list all of the additions and updates.
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Chapter 1: Introduction

Updated and expanded material on important language and terminology regarding gender
New sections on the intersectionality of gender and critiquing the gender binary
New material on transnational feminism and gender equality around the world, mixed methods, and
critical theory
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Chapter 2: Theoretical Perspectives on Gender

Added material on queer theory and intersectionality
New Focus box: Feminist Theory in Psychology: Objectification Theory
Expanded material on the cognitive-developmental theory of gender and the feminist critique and
reformulation of evolutionary psychology
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Chapter 3: Gender Stereotypes and Gender Differences

New sections: The Gender Similarities Hypothesis and Stereotypes About Trans Individuals, including
an intervention to reduce cisgenderism
New material on gender differences in impulsivity and in narcissism
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Chapter 4: The Intersection of Gender and Ethnicity

New sections: Immigration and Feminisms of Color
New material on historical trauma and intergenerational transmission of trauma
Integrated content on trans people of color, intersectionality, and gendered racism
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Chapter 5: Gender and Communication

New sections on gendered language, expansive/contractive posture, misgendering language, and clinical
applications of research on gender and language for transgender people
New data on interruptions, gender-linked language, and effects of sexist language

24



Chapter 6: Gender and Emotion

Expanded coverage of the politics of gender and emotion
New sections on gender differences in temperament, self-conscious emotional experience, emotional
expression in childhood, and intersectional approaches to emotion
New section: Emotions Beyond the Binary, on gender and emotion in transgender individuals
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Chapter 7: Lifespan Development

Added exciting new research on gender-differentiated maternal touch, infants’ abilities to discern gender
congruent and incongruent faces and bodies, and learning of the gender binary
New sections on transgender gender identity development in early childhood and pubertal development
in cisgender and transgender adolescents
New section: Gender and Cognitive Aging

26



Chapter 8: Abilities, Motivation, and Achievement

New data on gender, ethnicity, and academic achievement
New section: The Gender Gap in STEM
New section on motivation, framed around expectancy-value theory

27



Chapter 9: Gender and Work

New section: The Motherhood Penalty
New data on the gender wage gap and occupational segregation by gender
New Focus box: Psychology and Public Policy: Employment Discrimination in the United States

28



Chapter 10: Biology and Gender

New Focus box: Feminist Biology
New sections: Are There Genes for Being Transgender? and Transgender and the Brain
New research on the brain gender mosaic
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Chapter 11: Psychology, Gender, and Health

New sections: Transgender Persons and the Health Care System, Trans Health Issues, and Miscarriage
New Focus box: Gender and Infectious Disease, which incorporates a transnational feminist perspective
New and expanded material on pregnancy, abortion, and childbirth
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Chapter 12: Gender and Sexuality

New section, The Sexuality of Transgender Persons
New section on the search for a female Viagra
Data table on intersectionality updated
Disorders updated to DSM-5, with critique of DSM-5
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Chapter 13: Gender and Sexual Orientation

New section: Queer Theory
Old section on civil unions deleted, replaced with new section on gay marriage
Queer of color critique added

32



Chapter 14: Gender and Victimization

New data and research on gender-based violence, with integrated coverage of violence against trans
individuals
New section: Human Trafficking
New Focus box: The Violence Against Women Act and Vulnerable Populations
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Chapter 15: Gender and Mental Health Issues

New section: Psychological Practice With Trans People
Mental health issues updated to DSM-5, with critique of DSM-5
New Focus box: The Politics of Psychiatric Diagnosis: Gender Dysphoria
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Chapter 16: The Psychology of Men and Masculinity

New material on masculinities and the male role among men of color
Expanded discussion of precarious manhood, the gender role strain paradigm
New material on father involvement
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Chapter 17: Retrospect and Prospect

New research on gender, affiliative behavior, and stress
New section: The Continuing Feminist Revolution and Backlash

Learning Aids

Strong resources for students’ learning are included in the text.

Chapter outlines. Each chapter begins with an outline, providing students with the structure of the
chapter, which will help their cognitive processing of it.
Margin glossary. Each chapter has a margin glossary, with terms defined clearly when they are first
mentioned. A comprehensive glossary can be found at the end of the book. These features help students
learn the meaning of important terms in the field.
Experience the Research boxes. Each chapter has a boxed insert toward the end that is designed to give
students active experience with research in the psychology of women and gender. Each one includes an
exercise such as collecting a small amount of data from friends to replicate a study in the text or
analyzing the gendered content of computer games in a local store. Although each individual student
may collect only a small amount of data, if data are pooled across all students in the class, a data set large
enough for statistical analysis can be produced. We hope that students will benefit from these
experiences and that faculty will find them useful for assignments.
Focus boxes. This feature draws from research, theory, and case studies to examine key issues in depth.
Topics include “Health at the Intersection of Gender and Disability,” “Gender Diversity and Athletics,”
and “The Politics of Psychiatric Diagnosis: Premenstrual Dysphoric Disorder.”

Ancillaries

SAGE Publishing offers an array of instructor resources to instructors on the cutting edge of teaching and
learning. Go to study.sagepub.com/else-quest9e to access the companion site.

SAGE for Instructors

The SAGE Instructor Companion Site, a password-protected resource, supports teaching by making the
classroom a learning-rich environment for students. The following assets are available on the teaching site:

Sample syllabi—for semester, quarter, and online courses—provide suggested models for instructors to
use when creating the syllabi for their courses.
A Microsoft Word test bank is available containing multiple-choice, true/false, short-answer and essay
questions for each chapter. The test bank provides a diverse range of prewritten options as well as the
opportunity to edit any question and insert personalized questions to effectively assess students’ progress
and understanding.
Editable, chapter-specific Microsoft PowerPoint slides offer complete flexibility in easily creating a
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multimedia presentation for your course.

Carefully crafted lecture notes follow the structure of each chapter and can be used alongside the
PowerPoint slides, providing an essential reference and teaching tool for course lectures.
Lively and stimulating chapter-specific activity ideas reinforce active learning and critical thinking, and
can be used in individual or group settings in the classroom or assigned as homework.
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Chapter 1 Introduction

Outline

1. Why Study the Psychology of Women and Gender?
2. Sex, Gender, Transgender, and Cisgender
3. Sexism and Feminism

a. Sexism
b. Feminism

4. Themes in the Psychology of Women and Gender
a. Feminine Evil

Focus 1.1: Gender Equality Around the World and Transnational Feminism
b. Male as Normative
c. Gender Differences and Similarities
d. Critiquing the Gender Binary
e. Intersectionality of Gender
f. The Social Construction of Gender
g. Continuing Topics in Psychology

5. Sources of Bias in Psychological Research
a. How Psychologists Do Research
b. Bias in Theory
c. Bias in Research Design
d. Bias in Data Collection
e. Bias in Interpretation of Results
f. Bias in Publishing Findings
g. Bias Against Female Scientists
h. Other Kinds of Gender Biases

6. Feminist Alternatives to Biased Research
a. Gender-Fair and Feminist Research
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Experience the Research: Understanding Gender Bias in Psychological Research
8. Chapter Summary
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Pregnant people are commonly asked, “What are you having?” Unless the person is ordering food at a
restaurant, the question has to do with whether they are expecting a girl or a boy. About two-thirds of
pregnant women in the United States want to find out in advance whether they’ll give birth to a daughter or
son (Kearin et al., 2014). Today, advances in medical technology mean that many expectant parents may
obtain relatively detailed ultrasound images of the developing fetus; that technology can be used to identify
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the fetus’s genitals. Most expectant parents assume that if the ultrasound shows that the fetus has a penis,

they’ll have a son, and if it doesn’t, they’ll have a daughter. Seems simple, right? Parents soon imagine
gendered names, clothing, colors, toys, activities, and so on for the child, all on the basis of whether or not
they saw a penis on that ultrasound.

The question “What are you having?” is ubiquitous because most people understand gender as an essential and
central characteristic of humans. We tend to have a hard time perceiving or thinking about a person without
knowing their gender. To some extent, that’s not surprising; our social world is organized on the basis of
gender. Public restrooms are often segregated by gender, as are sports teams, social clubs and organizations,
items in clothing stores and toy stores, and sometimes even classrooms and schools. In addition, power and
status are conferred by gender; around the world, men have more power and higher status relative to women
(United Nations Development Programme, 2015; see Focus 1.1 for more on this). In short, gender matters.

Photo 1.1 What is this baby’s gender? How does it matter?

istock.com/Mikolette.

Gender is also complex. Our goal in this textbook is to help you understand the complexity of gender, that is,
when, why, and how gender matters in psychology. Historically, cisgender men have dominated in society and
in psychological science. To redress this balance, we focus on women and, when possible, trans and nonbinary
people. Each of these groups has been marginalized, “othered,” or oppressed because of their gender. We
examine gender broadly: its impact on people’s lives and alternatives to a two-category gender system.

Cisgender: A person whose gender identity matches the gender they were assigned at birth.

Why Study the Psychology of Women and Gender?

In thinking about why students might take a course on the psychology of women and gender, we (as
professors and researchers) immediately reflect on why we would write a book or teach a course on the
psychology of women and gender. One of the main reasons is simple: It is a fascinating topic. The questions
we ask in our psychology of women and gender courses are unique and provocative. What does it mean to be a
woman? How is that identity shaped by things like race or ethnicity, class, or sexual orientation? What roles
do our hormones or brains play in our gender? How does our gender influence how others treat us? In some
cases, these questions have complex answers that lead to more questions. In others, we have only begun to
gather the evidence needed to answer the questions. And, often, the answers surprise us.
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The psychology of women and gender is personally meaningful. Students take this course for a variety of
reasons. For example, many women take the course to understand themselves better, a goal they may feel was
not met by their other psychology courses. Some students may take this course because they have questions
about their own gender and how they fit into the world.

The psychology of women and gender is essential to psychology. That is, there are many academic reasons to
study the psychology of women and gender. For example, many traditional psychological theories have
literally been theories about men (as you’ll learn in Chapter 2). Sexism or gender bias exists not only in our
everyday experiences, but also in the science of psychology. As a result, the experiences of cisgender men have
been considered the norm and the experiences of women and anyone who doesn’t fit into the traditional
masculine role have been marginalized, ignored, or devalued. One way to address these biases in psychology is
to study the psychology of women as well as trans and nonbinary people and to think critically about gender.

The psychology of women and gender is relevant to understanding our society and improving people’s lives.
That is, just as our social world is organized on the basis of gender, that social organization shapes the
opportunities and experiences available to all of society’s members. One of the central themes of the feminist
movement has been that “the personal is political.” What this means is that social roles, norms, policies, and
laws play an important role in determining many aspects of our lives. In some circumstances, our gender may
offer unearned privileges or disadvantages. Understanding how our personal experiences are connected to the
context of our community and culture is important not only for our own knowledge, but also for improving
the conditions in which we all live.

Sex, Gender, Transgender, and Cisgender

Language is constantly evolving and changing, especially within the psychology of women and gender. The
fact that the meanings and connotations of words are in flux can lead to misunderstandings and different
interpretations. In the interest of establishing a common vocabulary for readers, we clarify our language here
(see also Table 1.1).

In the English language the term sex is often used ambiguously. That is, sometimes it is used to refer to sexual
behaviors such as sexual intercourse, sometimes it is used to refer to physical or physiological characteristics of
maleness and femaleness, and sometimes it is used as way of categorizing a species based on reproductive
function. Often, the meaning is clear from the context. For example, if a job application says, “Sex: ____,” you
don’t write, “As often as possible.” Yet what is the topic of a book titled Sex and Temperament in Three
Primitive Societies? Is it about female roles and male roles in those societies, or is it about the sexual behavior
of people in those societies? To reduce this ambiguity, in this book we generally use the term sex to refer to
sexual behaviors.
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Source: Created by the authors.

Sometimes people use sex interchangeably with gender, which we define as the state of being male, female,
both male and female, or neither male nor female. Gender has, at least in Western cultures, long been
understood as a binary, such that individuals are either male or female, but never both or neither (a theme we
revisit later in this chapter). The gender binary is a system of thinking about gender as having two distinct and
opposing groups or kinds (that is, male and female). It is evident in phrases such as “the opposite sex” and in
assuming that all people must fit squarely into one of these two groups. When you apply for a driver’s license,
for example, you typically must choose either male or female for gender; in nearly all states, you may choose
only one of these options, and there are no others. Today, we know that people may identify themselves as
being either within or outside the gender binary, such as belonging to a third gender category like
genderqueer or as being nonbinary.

Gender: The state of being male, female, both male and female, or neither male nor female.

Gender binary: A system of conceptualizing gender as having two distinct and opposing groups or kinds (i.e., male and female).

Genderqueer: A gender category that is not exclusively male or female and therefore is not captured by the gender binary.

Similarly, in recent years we have seen increased visibility and awareness of transgender men and women. A
person who is transgender is a person whose self-identified gender differs from the gender they were assigned
at birth, typically based on the appearance of external genitalia (sometimes called natal gender). A transgender
woman, then, is a person who identifies as female but was assigned a male gender at birth, and a transgender
man is a person who identifies as male but was assigned a female gender at birth. Still, it is important to note
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that not all people whose self-identified gender differs from their assigned gender will label themselves

transgender. By contrast, a person who is cisgender is a person whose self-identified gender matches the
gender they were assigned at birth. The prefixes cis- (“on the same side of”) and trans- (“across or on the other
side of”) come from Latin and appear in chemistry, which uses cis and trans for different pairs of molecules.

Transgender: Describes a person whose gender identity differs from the gender they were assigned at birth.

Some people use trans as an umbrella term to refer to anyone who is not a cisgender man or cisgender woman,
such as transgender men and women and genderqueer people. You will notice that our definition of gender
allows for some flexibility and avoids adhering to the gender binary.

Nonetheless, psychology has, until recently, neglected the study of transgender men and women or considered
them as abnormal (dickey, Hendricks, & Bockting, 2016), operating from cisgenderism. Cisgenderism refers
to prejudice against people who are outside the gender binary or bias that recognizes a person’s birth-assigned
gender but not their gender identity (Ansara & Hegarty, 2012). While we believe awareness of cisgenderism is
improving and research on the experiences of transgender persons is blossoming, the field still has a long way
to go.

Cisgenderism: Prejudice against people who are outside the gender binary; also refers to bias that recognizes a person’s birth-
assigned gender but not their gender identity. Also termed anti-trans prejudice.

The fact that most empirical research in psychology has not accommodated the experiences of transgender
persons raises questions about the psychology of women and gender. In psychology, gender differences has
generally been used to refer to differences between men and women. Thus, gender differences research is
rooted in the gender binary. In this book, because we review the existing science, we follow this convention
and use the term gender differences to refer to male-female differences because the vast majority of empirical
research in psychology has assumed the gender binary. We believe it is possible to be sophisticated consumers
of that research without adopting the gender binary (a point we’ll return to later in this chapter).

With regard to describing psychological differences between men and women, we recognize that other
scholars have adopted other conventions. For example, some scholars prefer to use the term sex differences to
refer to innate or biologically produced differences between men and women and gender differences to refer to
male-female differences that result from learning and the social roles of men and women (e.g., Unger, 1979).
The problem with this terminology is that studies often document a difference between men and women
without providing any evidence as to what causes it—biology, society, or both. Furthermore, the sharp
distinction between biological causes and cultural causes fails to recognize that biology and culture often
interact. Sometimes, the distinction between sex and gender isn’t obvious or even possible to make. Therefore,
we simply use the term gender differences for differences between men and women, and leave their causation as
a separate question.

Sexism and Feminism
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Sexism

Another term that will you will find throughout this book is sexism. Sexism or gender bias can be defined as
discrimination or bias against people based on their gender. Some people feel uncomfortable using the term
sexism because they think of it as a nasty or inflammatory label to hurl at someone or something. In fact, it is a
good, legitimate term that describes a particular phenomenon—namely, discrimination on the basis of gender.
It will be used in that spirit in this book, not as a form of name-calling. It is also important to recognize that
anyone, regardless of their gender, can engage in sexist behavior or hold sexist attitudes.

Sexism: Discrimination or bias against other people based on their gender; also termed gender bias or sex bias.

Social psychologists have studied sexism extensively, and their research has yielded several findings that are
relevant here. First, sexism isn’t what it used to be. Old-fashioned sexism, the kind that was prevalent in the
1950s and earlier, was characterized by open or overt prejudice against women. An example would be the
belief—common in the 1950s and 1960s in the United States—that women could not be anchors on TV news
programs because they wouldn’t be good at it and because viewers wouldn’t accept the news as authoritative if
it were delivered by a woman. Today, of course, news programs often have coanchors, one male and one
female, and the old view seems ridiculous. Old-fashioned sexism has been replaced by modern sexism or
neosexism, which refers to covert or subtle prejudiced beliefs about women (Swim et al., 1995). Psychologists
measure old-fashioned sexism with items like “Women are generally not as smart as men”; 50 or more years
ago, many people would have agreed with such a statement. Modern sexism, in contrast, is more subtle and
consists of three components: denial that there is continuing discrimination against women, antagonistic
feelings about women’s “demands,” and resentment about perceived special favors granted to women (Swim et
al., 1995). Although anyone can be sexist, modern sexist beliefs are most strongly endorsed by White men
(Hayes & Swim, 2013).

Old-fashioned sexism: Open or overt prejudice against women.

Modern sexism: Subtle prejudiced beliefs about women; also termed neosexism.

Even in the 21st century, experiences with sexism are common. In one study of a large sample of girls between
the ages of 12 and 18, 23% reported that they had been discouraged in math, science, or computers by
teachers because they were girls, and 32% reported that boys had discouraged them in these areas (Leaper &
Brown, 2008). Many had also been discouraged in athletics because of being a girl: 28% had been discouraged
by teachers or coaches, and 54% had been discouraged by boys.

Social psychologists Peter Glick and Susan Fiske (2001) have documented two other types of sexism today:
hostile and benevolent. Hostile sexism refers to negative, hostile attitudes toward women and adversarial
beliefs about gender relations in which women are thought to spend most of their time trying to control men,
whether through sexuality or feminism. Benevolent sexism, in contrast, consists of beliefs about women that
seem to the perpetrator to be kind or benevolent—in which women are honored and put on the proverbial
pedestal. In the benevolent view, women are seen as pure beings who should be protected and adored.
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Although this view may seem harmless, it is still a form of sexism because it stereotypes women as weak and

dependent on men, and being put on a pedestal is extremely confining, both literally and figuratively.

Hostile sexism: Negative, hostile attitudes toward women and adversarial beliefs about gender relations.

Benevolent sexism: Beliefs about women that seem to be kind or benevolent; women are seen as pure and morally superior beings
who should be protected and adored.

Feminism

Another important term that needs to be defined in this context is feminist. A feminist is a person who favors
political, economic, and social equality of all people, regardless of gender, and therefore favors the legal and
social changes necessary to achieve gender equality. While most Americans support the feminist principle and
goal of gender equality, a much smaller percentage identify themselves as feminists (Gallup, 2002). A well-
sampled national survey conducted in 2009 by ABC News/Washington Post asked the question “Do you
consider yourself to be a feminist or not?”; 29% of the women and 17% of the men said yes (Roper Center,
2011). Clearly feminism is more than a tiny splinter group.

Feminist: A person who favors political, economic, and social equality of all people, regardless of gender, and therefore favors the
legal and social changes necessary to achieve gender equality.

A 2006 national survey of women and men by CBS News asked, “Has the women’s movement achieved
anything that has made your life better?” (Roper Center, 2011). A majority (55%) of the respondents said yes.
Those who responded yes were then asked what the main thing was that had made their lives better. The top
choice was equality/more rights (17% of respondents), followed by better jobs (15%), more choices (14%), the
right to vote (10%—good not to forget that one), and better/equal pay (9%). As we discuss in Focus 1.1, the
feminist goal of gender equality has not yet been met.

Just as sexism has changed over time, so has feminism. Historically, there have been four periods of
heightened feminist activism, termed first-wave feminism, second-wave feminism, third-wave feminism, and
fourth-wave feminism. First-wave feminism occurred in the late 1800s and early 1900s in Britain, Canada,
and the United States. These feminists fought for women’s voting rights, and they succeeded! In the United
States, women’s right to vote was won when the Nineteenth Amendment to the U.S. Constitution was
ratified in 1920.

Photo 1.2 First-wave feminists, often called suffragettes, fought for women’s voting rights.
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Paul Thompson/Hulton Archive/Getty Images.

Second-wave feminism began in the 1960s and extended into the 1990s. Second-wave feminists could build
on the successes of their predecessors and take on a much wider range of issues: sexual freedom; reproductive
rights, especially contraception and abortion; pay equity; equal opportunity in education; and gender-based
violence. The movement proposed the Equal Rights Amendment to the U.S. Constitution, which declared,
“Equality of rights under the law shall not be denied or abridged by the United States or by any State on
account of sex.” The amendment passed in the House and Senate in 1972 but ultimately failed at the stage of
ratification by the states.

By the 1990s, many goals of the second wave had been accomplished, and some declared that feminism was
dead and that the nation had passed into the “postfeminist” era. There was actually no good scientific evidence
of a decline in feminism (E. J. Hall & Rodriguez, 2003), but a new kind of feminism began to emerge
sometime in the 1990s, known as third-wave feminism (Snyder, 2008). In part, it represents a rebellion
against second-wave foremothers and attempts to rectify some of the perceived weaknesses of the second
wave. One of the key criticisms of second-wave feminism is that it tended to essentialize and oversimplify the
category of “women” by focusing on “universal” female experiences such as motherhood. In so doing, it
ignored the great diversity among women along lines of race and social class. Second-wave feminists were also
accused of being rigid in their ideology, saying that certain approaches were feminist and others definitely
were not. Responding to these issues, third-wave feminism emphasized intersectionality—an approach
originating in Black feminism—and diversity among women rather than universality of female experience. In
addition, it favors the individual’s right to define feminism, instead of everyone accepting a uniform ideology.

We are currently in the early years of the fourth wave of feminism, which has been fueled by recent advances
in online technology, including user-generated content, such as blogs, and social media, such as Twitter,
Facebook, and Instagram (Naly & Smith, 2015). Building on the third wave, it also includes greater emphasis
on intersectionality and critique and rejection of the gender binary. Thus, transgender issues are more
prominent than in previous waves.
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Feminism is a political movement and ideology as well as a theoretical perspective. There is a rich literature
within feminist psychology, and a wide spectrum of feminist theoretical perspectives exists, which we describe
in Chapter 2.

Themes in the Psychology of Women and Gender

A number of themes will recur in this book. Some of these themes are rooted in history, taking somewhat
different forms across cultures but remaining essentially the same. Some themes are rooted in feminism.
Other themes are derived from current scientific psychological research on women and gender. We focus here
on five themes that are central to understanding the psychology of women and gender.

Feminine Evil

One theme rooted in history is feminine evil. One of the clearest images of women in mythology is their
portrayal as the source of evil (Hays, 1964). In the Judeo-Christian tradition, Eve disobeyed God’s orders and
ate from the fruit of the tree of knowledge. As a result, Adam and Eve were forced to leave the Garden of
Eden, and Eve, the woman, became the source of original sin, responsible for the fall of humanity. In a more
ancient myth, the Greek god Zeus ordered Vulcan to create the lovely maiden Pandora to bring misery to
earth in revenge for the theft of fire by Prometheus. Pandora was given a box containing all the evils of the
world, which she was told not to open. But Pandora opened the box, and thus all the evils it contained spread
over the world. In addition, in Chinese mythology the two forces, yin and yang, correspond to feminine and
masculine, and yin, the feminine, is seen as the dark, or evil, side of nature.

Feminine evil: The belief that women are the source of evil or immorality in the world, as in the Adam and Eve story.

Historically, perhaps the most frightening manifestation of the belief in feminine evil was the persecution of
witches beginning in the Middle Ages and persisting into Puritan America. Guided by the Catholic Church
in a papal bull of 1484, the Malleus Maleficarum, the Inquisition tortured or put to death unknown numbers
of witches. The vast majority of those accused and tried were women (Hays, 1964). Thus, it is woman who is
seen as being in collaboration with the devil, visiting evil upon humans.

Focus 1.1 Gender Equality Around the World and Transnational Feminism

In 1995, at the Fourth World Conference on Women in Beijing, China, 17,000 participants and 30,000 activists met and created
the Beijing Declaration and Platform for Action. The Platform for Action affirmed a commitment to gender equality and described
specific steps that needed to be taken in order to improve the lives of girls and women and achieve gender equity. It stated, “The
status of women has advanced in some important respects in the past decade but that progress has been uneven, inequalities between
women and men have persisted and major obstacles remain, with serious consequences for the well-being of all people” (Beijing
Declaration and Platform for Action, 1995, p. 2). As a result, the United Nations now regularly publishes data on how women are
doing in all nations of the world, and these data are used to monitor progress toward gender equality.

What does gender equality look like? Gender equality has several aspects, such as education, politics, economics, health, and gender-
based violence (Else-Quest & Hamilton, 2018). For example, educational gender equality would entail equal numbers of men and
women attending high school or university, or equal numbers of men and women being able to read and write. Political gender
equality could include equal political representation or having equal numbers of men and women elected to congress or parliament.
Economic gender equality would entail equal pay for equal work and adequate family leave policies, regardless of gender. Gender
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equality in health would include improving women’s access to prenatal care and reducing maternal mortality and adolescent
pregnancy rates. With regard to gender-based violence, gender equality would mean freedom from forms of violence in which men
are the predominant perpetrators and women are the predominant victims (such as rape and intimate partner violence, discussed
further in Chapter 14). All of these aspects of gender equality are important and were described in the Beijing Declaration and
Platform for Action.

Data from 20 countries are shown in Table 1.2. The United Nations Development Programme computes a Gender Inequality Index
(GII), which is one of many measures of country-level gender equality. The GII indexes inequality of women relative to men in
three areas: reproductive health (measured by adolescent pregnancy and maternal mortality), empowerment (measured by
educational attainment and representation of women in parliament), and labor force participation. Low scores indicate less inequality
(i.e., greater equality). A country’s overall rank, shown in the left column of Table 1.2, results from an average of these indicators. As
the data show, no country in the world can claim to be truly gender equal.

American readers may be surprised that the United States does not rank first; some believe that we have a great deal of gender
equality in this country, but it’s clear we still have areas of inequality. We rank only 55th and are beaten by some European nations,
Canada, and Japan. The United States does not fare so well because of our high teen pregnancy rate (31.0, compared with 1.9 in
Switzerland) and our persistent underrepresentation of women in Congress. What would we have to do to get the United States in
first place?

Psychological research has shown data such as these are linked to individual endorsement of sexism and hostile sexism against
women (Brandt, 2011; Glick et al., 2000; Napier et al., 2010). That is, countries that have more gender inequality also have more
people who hold sexist beliefs. So, achieving gender equality means more than just changing laws and improving our scores on the
GII. It also means changing people’s beliefs about gender and the roles of women so that women can be free to make their own
choices.

Transnational feminism advocates for gender equality across countries and points out that we need to carefully consider women’s and
girls’ experiences not only across countries, but also within them (Grabe & Else-Quest, 2012). That is, within each culture and
country, behaviors and roles have different meanings. Consider gender-based violence, where we see differences across cultures and
countries in the types of gender-based violence and the meaning of specific violent acts. A man in Sri Lanka might throw a shoe at
his wife to punish her for cooking a meal he did not like. Even if the woman was not physically injured, such an act is considered
humiliating and degrading (Marecek, 2012). In most Western countries, however, such a behavior might seem simply strange or
rude and probably wouldn’t be identified in a screening or survey of gender-based violence. Thus, transnational feminists point out
that we need to carefully consider women’s and girls’ experiences not only across countries, but also within them.
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Source: Created by Nicole Else-Quest based on data from United Nations Development Programme (2015).

Transnational feminists such as Chandra Mohanty (2003, p. 503) advocate for “noncolonizing feminist solidarity across borders,”
cautioning that we should avoid viewing girls’ and women’s experiences through a Western lens and imposing Western standards on
other cultures. What can we do to empower girls and women around the world without dictating that they should adopt Western
ways? Can gender equality be universalized to every country? If so, what do you think it would look like?

Today, people who hold hostile sexist attitudes, as discussed earlier in this chapter, believe that women use
their sexuality to ensnare helpless men (Glick & Fiske, 2001). Again, women are believed to exert an evil
influence on men.

Male as Normative

Another enduring historical theme is the male as normative. Throughout mythology the male is seen as
normative, the female as a variant or deviation. That is, the male is the important one, the major
representative of the species, the “normal” one, and the female is a variation on him. As Simone de Beauvoir
(1952) expressed it, woman is the Other.

Male as normative: A model in which the male is seen as the norm for all humans and the female is seen as a deviation from the
norm.

In the biblical creation story (Genesis 2), Adam, the man, is created first; Eve, the woman, is later fashioned
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out of his rib, almost as an afterthought. In this and many other creation myths, man is created first; he is the
major, important part of the species. Woman comes second and is only a variant on the man, the normative.
There are even myths in which a woman is created by castrating a man.

Perhaps the clearest example of the male-as-normative theme is in our language. The word man is used to
refer not only to a male person, but to people in general. When the gender of a person is unknown, the
pronoun he is used to refer to “him.” (Would we dare have said “to refer to her”?) The species as a whole is
man; woman is merely a subset. This topic will be discussed in detail in Chapter 5.

Photo 1.3 The male as normative is a theme throughout history. An example is the Adam and Eve story, in
which Adam is created first and Eve is later made from his rib.

By Albrecht Dürer - Galería online del Museo del Prado de Madrid: Adán y Eva, Public Domain.

A closely related concept is androcentrism (Bem, 1993). It means, literally, male-centeredness, or the belief
that males are the standard or norm. This concept crops up in a number of places in modern psychology,
including some of the theories discussed in Chapter 2.

Androcentrism: Male centered; the belief that the male is the norm.

To be the deviation from the norm is, often, to be marginalized, ignored, or devalued. Thus, embedded
within the theme of male as normative and androcentrism is the lower social status of women relative to men.
Throughout the world, women do not enjoy the same rights, freedoms, and opportunities as men (United
Nations Development Programme, 2015). Focus 1.1 describes gender equity around the world, demonstrating
that we still have a way to go before men and women are treated as equals. For this reason, our book is about
the psychology of gender and focuses especially on the experiences of women.

Gender Differences and Similarities

There is a paradox in trying to understand the psychology of women and gender: Women and men are at once
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different and similar. Although gender differences are important in the psychology of gender, gender
similarities are equally important. Both scientific and nonscientific views of women have concentrated on how
they differ from men; this lopsided emphasis on gender differences has led to a distorted understanding of the
psychology of women and gender. The study of psychological gender similarities is essential to a
comprehensive and unbiased psychology of women and gender (Hyde, 2005a). This paradoxical tension
between gender differences and gender similarities will be a continuing theme throughout this book.

Gender differences: Differences between genders.

Gender similarities: Similarities among genders.

Historically, the overemphasis on gender differences combined with male-as-normative thinking have
fostered the pervasiveness of female deficit models. That is, we spend so much time and energy demonstrating
that men and women are different and that men are the norm or the standard, we end up concluding that
women are abnormal or deficient. In the 19th century, scientists found that women had slightly smaller brains
than men and interpreted this as a sure reason why women were not as intelligent as men (Shields, 1975).
Today some researchers continue to argue that girls are not as good at math as boys are. No matter the
century, researchers always seem to try to find female deficits. In Chapter 3, we will delve into the study of
psychological gender differences and similarities in detail.

Critiquing the Gender Binary

The overemphasis on gender differences and neglect of gender similarities is deeply rooted in the gender
binary. There are many problems with the gender binary, which, with only the categories of male and female,
is very narrow and restrictive in its range. According to the gender binary, gender is defined based on physical
characteristics (such as sex chromosomes, hormones, and external genitalia), which are assumed to be
consistent with one another. Thus, the binary assumes that our gender identities stem from these physical
characteristics. In turn, the gender binary also assumes that everyone is cisgender.

Because of these faulty assumptions, the most glaring problems with the binary are that it excludes anyone
who is transgender, intersex, or genderqueer. Many people do not fit within the gender binary; there is gender
diversity beyond two rigid gender categories. Critiquing the gender binary requires thinking differently about
gender and asking difficult questions. For example, should we think of gender as having distinct categories or
groups? Or should we think of it as being a continuum? If there are distinct genders, how many are there?
Can gender change, or is it stable and permanent? Critiquing the gender binary—and exploring the
implications of that critique for research—is an important theme in the psychology of women and gender.

Intersex: A variety of conditions in which a person is born with genitals or reproductive anatomy that is not typical of females or
males. Also termed disorders of sex development in the DSM-5 and differences of sex development or genital diversity.

Intersectionality of Gender

A recurring theme in the psychology of women, rooted in Black feminism, is intersectionality.
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Intersectionality can be defined as an approach or perspective that simultaneously considers the meaning and
consequences of multiple categories of identity, difference, and disadvantage (E. R. Cole, 2009; Else-Quest &
Hyde, 2016). That is, according to this approach, we should not consider the effects of gender in isolation.
Instead, we should consider the experience and effects of gender, race, social class, and sexual orientation
simultaneously. When we talk about the category “women,” we are talking about a complex group that differs
along many dimensions and categories, including ethnicity, social class, and sexual orientation.

Intersectionality: A feminist approach that simultaneously considers the meaning and consequences of multiple categories of
identity, difference, and disadvantage.

The Black abolitionist and women’s rights activist Sojourner Truth described the essence of intersectionality
in a speech at the Ohio Women’s Rights Convention in 1851. One of 12 children born to James and
Elizabeth Baumfree, Truth (a self-given name) was born into slavery sometime around 1797 and sold to four
different slave owners before walking to freedom in 1826. While she never learned to read or write, she
traveled and preached on abolition, women’s suffrage, and prison reform.

At the Ohio Women’s Rights Convention, Truth spoke extemporaneously about the importance of women’s
rights for all women, not just White women. Though her exact words were not recorded, an excerpt of the
speech attributed to her at the Convention reflects a need for intersectionality in the feminist movement:

That man over there says that women need to be helped into carriages, and lifted over ditches, and to
have the best place everywhere. Nobody ever helps me into carriages, or over mud-puddles, or gives me
any best place! And ain’t I a woman? Look at me! Look at my arm! I have ploughed and planted, and
gathered into barns, and no man could head me! And ain’t I a woman? I could work as much and eat as
much as a man—when I could get it—and bear the lash as well! And ain’t I a woman? I have borne 13
children, and seen most all sold off to slavery, and when I cried out with my mother’s grief, none but
Jesus heard me! And ain’t I a woman?

Several themes are evident in her speech and continue to be described within intersectionality writing. One
theme is that femininity and womanhood have often been defined with White, middle- and upper-class
women in mind, and thus the experiences of poor women and women of color have often been marginalized
or made invisible. Intersectional approaches recognize that gender may be constructed differently by other
racial, ethnic, and socioeconomic groups. The issues that are important to White women may not be as
relevant to women of color, and vice versa.

Recognizing that diversity and giving voice to everyone—but especially to those who lack power—is essential
within intersectionality. Therefore, another theme in her speech is that, despite the different needs and issues
that matter to diverse groups of women, there are also commonalities. Truth was speaking about the
importance of all women’s voices being heard. All women in the United States, regardless of race, were
disenfranchised at this time. In sum, intersectionality holds both the diversity and commonality of experiences
of people who are oppressed. As a critical theory, intersectionality is focused on power and inequality, how
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they are maintained, and how to achieve equity and equality.

Critical theory: A theoretical perspective that seeks to redress power inequalities and achieve equity and equality.

Within this perspective, it becomes clear that some groups experience multiple disadvantages, such as poor
Black women or lesbian women of color. Others may be part of a disadvantaged group but also part of a
privileged group, such as White women with disabilities. The experience of gender differs for the women at
each of these intersections, but there are also similarities. Transgender women and cisgender women may
experience their gender in some ways that are different and some ways that are similar.

Photo 1.4 Black abolitionist and women’s rights activist Sojourner Truth.

By Randall Studio - National Portrait Gallery, Smithsonian Institution, Public Domain.

We will consider intersectionality throughout this book, when research is available. The overreliance on
middle-class White college students as research participants makes it difficult to find an intersectional
approach in much of psychology. Thus, we will return to intersectionality especially in Chapter 2, “Theoretical
Perspectives on Gender”; Chapter 4, “The Intersection of Gender and Ethnicity”; and Chapter 13, “Gender
and Sexual Orientation.” As a brief example here, women’s attitudes about gender roles vary as a function of
their race or ethnicity (E. R. Cole & Zucker, 2007). Feminists of any race or ethnicity, for instance, have
readily recognized that White men oppress White women. Black feminists, on the other hand, have
emphasized that the oppression of Black women by Black men can be understood only in the context of the
fact that Black men themselves are oppressed by White persons. Gender intersects with a number of other
social categories, and understanding the psychology of women and gender requires examining and
understanding those many intersections.

The Social Construction of Gender
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Many of these themes in the psychology of women and gender reflect the social construction of gender.
Feminist theorists view gender not as a biologically created reality, but as a socially constructed phenomenon
(Crawford & Kaufman, 2005; Hare-Mustin & Marecek, 1988; Marecek et al., 2004). The basic position of
social constructionism is that people—including scientists—do not discover reality; rather, they construct or
invent it (Watzlawick, 1984). According to social constructionism, we do not experience reality directly.
Instead, we actively construct meanings for events in the environment based on our own prior experiences,
social interactions, and predispositions. Thus, concepts like the gender binary are a product of social
interactions and culture.

Social constructionism: A theoretical viewpoint that humans do not discover reality directly; rather, they construct meanings for
events in the environment based on their own prior experiences and beliefs.

The extent to which we socially construct gender becomes clearer if we view how gender is constructed within
other cultures. In European American cultures, the gender binary is assumed by most people. To them, it is
perfectly obvious—a clear reality—that there are two genders, male and female. However, among many
American Indian tribes, including the Cherokee, Shoshone, Navajo, Lakota, and Zuni, there is another
category of gender, known generally as Two Spirit (however, each tribe has a unique name for this category).
Two Spirits are people who feel they possess both male and female spirits, so they may dress as and adopt
roles traditional for both men and women or for a gender that contrasts with the gender they were assigned at
birth. Some indigenous tribes consider the Two Spirit to be a third or fourth gender, and it is perfectly clear in
their culture that there are more than two genders (M. T. Garrett & Barret, 2003; S.-E. Jacobs et al., 1997; S.
J. Kessler & McKenna, 1985). What seems like an obvious reality to European Americans, that there are only
two genders, turns out to be a social construction, which becomes clear when we see that other cultures have
constructed the categories differently.

Two Spirit: Among some American Indian tribes, a gender category for individuals who feel they possess both male and female
spirits.

Photo 1.5 We’wha was a Two Spirit person from the Zuni tribe. She was born with a male body but adopted
traditionally feminine traits. We’wha was often misgendered by White Americans, who understood gender
only as a binary system and assumed she was a cisgender woman.
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By Unknown—The Library at The College of Staten Island of the City University of New York, PD-
US.

Processes closely related to gender are also socially constructed. For example, Americans are quite sure of the
reality that women typically feel tired after giving birth, because they have gone through a physically
exhausting process. Other societies, though, have the couvade, which is practiced among the Ainu of Japan
and the Timbira of Brazil (Gregersen, 1996). The couvade consists of elaborate rituals that are based on the
assumption that the father, not the mother, is the main contributor of effort in childbirth. After the mother
gives birth, the baby is given to the father, and he rests for several days to overcome his fatigue, whereas the
mother returns to work immediately because she is believed not to need rest. The contribution of the father to
childbirth, and his fatigue following it, is a clear reality to people in these cultures. Again, European American
notions of women’s contributions to childbirth are challenged, and we see the extent to which such events are
socially constructed.

Feminist psychologists have noted that gender is not only a person variable (as traditional psychology has
maintained) but also a stimulus variable (e.g., Grady, 1979). By saying that gender is a person variable, we
mean that it is a characteristic of the individual; this point of view leads to the study of gender differences, a
pursuit that has occupied some traditional psychologists and some feminist psychologists (see Chapter 3). By
saying that gender is also a stimulus variable, we mean that a person’s gender has a profound impact on the
way others react to that person. Our understanding of an individual—that is, our social construction of that
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individual—is in part determined by our knowledge of that individual’s gender. This point of view stimulated
an area of research in which participants are led to believe that a particular piece of work was done by a man or
a woman, or that a particular infant is male or female; their responses to the work or the infant can then be
studied as a function of the gender they believe it to be (see Chapters 7 and 9 for examples). Therefore, gender
is both a personal characteristic and a stimulus variable.

Social constructionism, then, argues that these processes occur in at least three areas: (1) The individual
engages in social constructions, for example, reacting to another person differently depending on whether that
person is male or female; (2) the society or culture provides a set of social constructions of gender, for example,
whether there are two genders or more; and (3) scientists socially construct gender by the way they construct
their research.

Among other things, this view that notions of gender are socially constructed challenges the belief that science
is fundamentally objective (Hare-Mustin & Marecek, 1988). Scientific knowledge, like all other knowledge, is
shaped by the values and presuppositions of the perceiver—in this case, the scientist.

Continuing Topics in Psychology

You will also notice other topics or issues that return throughout this book, which are present throughout
psychology. For example, you will learn about theories of women’s behavior, some of which have solid data
(empirical evidence) backing them, some of which do not. Not every theory is true, nor is every one a good
description or explanation of behavior. Just because Freud said something does not make it true (or false).
Readers need to become critical thinkers about the difference between statements based on theory and
statements based on empirical evidence.

Another important topic in psychology is the distinction between internal and external determinants of
behavior. Is human behavior determined more by internal factors, such as a person’s enduring personality
traits, or more by external factors, such as the particular situation the person is in. Advocates of the latter
position point out how inconsistent people’s behavior can be from one situation to another—for example, a
man may be aggressive toward a business competitor, but passive or nurturant toward his spouse. This
suggests that his behavior is not determined by an enduring personality trait (aggressiveness), but rather by the
particular situation he is in. This distinction also has practical implications for improving people’s lives, which
is the primary goal of psychology.

Sources of Bias in Psychological Research

Research in the psychology of women and gender is progressing at a rapid pace. Certainly we will be able to
provide you with much important information about the psychology of women and gender in this book, but
there are still more questions yet to be answered. With research on the psychology of women and gender
expanding so rapidly, many important discoveries will be made in the next 10 to 20 years. Therefore, someone
who takes a course on the psychology of women and gender should do more than just learn what is currently
known about women and gender. It is even more valuable to gain the skills to become a “sophisticated
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consumer” of psychological research. That is, it is very important that you be able to evaluate future studies
about gender that you may find in newspapers, magazines, blogs, websites, or scholarly journals. To do this,
you need to develop at least three skills: (1) Know how psychologists go about doing research, (2) be aware of
ways in which gender bias may affect research, and (3) be aware of problems that may exist in research on
gender roles or the psychology of women. In general, one of the most valuable things you can get from a
college education is the development of critical thinking skills. The feminist perspective encourages thinking
about psychological research and theory. The following discussion is designed to help you develop these skills.

How Psychologists Do Research

Figure 1.1 is a diagram of the process that psychologists go through in doing research, shown in rectangles.
The diagram also indicates points at which gender bias may enter, shown in ovals.

The process, in brief, is generally this: The scientist starts with some theoretical model, whether a formal
model, such as gender schema theory (see Chapter 2), or merely a set of personal assumptions. Based on the
model or assumptions, the scientist then formulates a question. The purpose of the research is to answer that
question. Next, they design the research, which involves several substeps: A behavior must be selected, a way
to measure the behavior must be devised, a group of appropriate participants must be chosen, and a research
design must be developed. One of these substeps—finding a way to measure the behavior—is probably the
most fundamental aspect of quantitative psychological research. The next step is for the scientist to collect the
data. The data are then analyzed (often, but not always, using statistics) and the results are interpreted. Next,
the scientist publishes the results, which are read by other scientists and incorporated into the body of
scientific knowledge (and also put into textbooks). Finally, the system comes full circle, because the results are
fed into the theoretical models that other scientists will use in formulating new research.

Now let us consider some of the ways in which gender bias—bias that may affect our understanding of the
psychology of women or gender—may enter into each stage of this process (Caplan & Caplan, 2009).

Bias in Theory

The theoretical model or set of assumptions the scientist begins with has a profound effect on the outcome of
the research. Gender bias may enter if the scientist begins with a biased theoretical model. Perhaps the best
example of a biased theoretical model is psychoanalytic theory as formulated by Freud (see Chapter 2). A
person with a psychoanalytic orientation might design research to document the presence of penis envy or
immature superego in women; someone with a different theoretical orientation wouldn’t even think to ask
such questions. It is important to be sensitive to the theoretical orientation of a scientist reporting a piece of
research—and sometimes the theoretical orientation isn’t stated; it needs to be ferreted out—because that
orientation affects the rest of the research and the conclusions that are drawn.

Figure 1.1 Ways that gender bias may enter each of the stages of the research process.
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Source: Created by the authors.

Feminist scholars advocate an important method for overcoming the problems of biased theoretical models
and stereotyped research questions: Go to the community of people to be studied and ask them about their
lives and what the significant questions are. For example, research on transgender women may be limited if it
is conducted by cisgender women working from theories developed by cisgender men. It is better scientific
practice to begin by asking transgender women for input on the research design. Theories can be built at a
later stage, once a firm foundation has been laid beginning from the women’s own experiences and
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perspectives.

Bias in Research Design

As shown in Figure 1.1, the next step in psychological research is designing the research. Research methods in
psychology can be roughly classified into two categories: laboratory experiments and naturalistic observations.
In the experiment, the research participant is brought into the psychologist’s laboratory, and their behavior is
manipulated in some way in order to study the phenomenon in question. In contrast, with naturalistic
observations, researchers observe people’s behavior as it occurs in naturalistic settings, and they do not attempt
to manipulate the behavior. In practice, the distinction between these categories is not so clear-cut. For
example, it is possible to conduct an experiment in a naturalistic setting. However, regardless of where an
experiment takes place, true experiments must always include (a) the researcher randomly assigning
participants to conditions, (b) some kind of experimental control to rule out confounds, and (c) the
manipulation of an independent variable.

It is also possible to talk about quasi-experimental designs (quasi meaning “not quite”). This term refers to
designs that don’t meet these three criteria. For example, a quasi-experiment might compare two or more
groups of participants on their response to a treatment without randomly assigning the participants to the
treatment conditions. Thus, studies of gender differences are not true experiments, but rather quasi-
experiments, because the researcher cannot randomly assign participants to be male or female.

Quasi-experimental design: A research design that compares two or more groups but is not a true experiment because participants
are not randomly assigned to groups; an example is a study comparing men and women.

Some scholars argue that laboratory experiments are inherently gender biased, although this point is
controversial (Peplau & Conrad, 1989). This question will be considered in greater detail later in this chapter.

When psychologists study a trait or behavior, they must clearly define it for the purposes of their study, or
create an operational definition. Quantitative research methods use operational definitions that involve
psychological measurement, or the assignment of numbers to psychological characteristics. Psychological
measurement may take many forms. If the researcher wants to measure aggressive behavior in preschool
children, the measurement technique may involve having trained observers sit unobtrusively in a preschool
classroom and make check marks on a research form every time a child engages in an aggressive act. Here,
however, we will concentrate on psychological tests, some of which have been the objects of sharp criticism for
problems of gender bias (Baker & Mason, 2010).

Quantitative research methods: Research methods that involve psychological measurement and the use of statistics to analyze data,
often with the goal of generalizing from a sample to a population.

Psychological measurement: The processes of assigning numbers to people’s characteristics, such as aggressiveness or intelligence;
essential to quantitative methods.

Let’s consider as an example the mathematics portion of the SAT, which is taken widely by high school
seniors who are planning to attend college. The SAT Math has been criticized a great deal on the grounds
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that it is biased against women. In 2015, for example, women taking it scored an average of 496, compared
with an average of 527 for men (College Board, 2015). How could such a test be biased against women? One
major issue is the content and wording of questions. If the content of an item involves situations that men
experience more frequently, or requires knowledge to which men have more access, then the item is gender
biased. As an example, consider the following item, which actually appeared on the SAT in 1986:

A high school basketball team has won 40% of its first 15 games. Beginning with the sixteenth game,
how many games in a row does the team now have to win in order to have a 55% winning record?

1. 3
2. 5
3. 6
4. 11
5. 15

Men, who tend to have more experience with team sports and computing win-loss records, have an advantage.
There is a direct algebraic solution, which a woman could do if she had mastered algebra, but it is time-
consuming, and the test is timed. A man might say, “I know that 11 out of 20 is a 55% record. Will that
work? Yes. The answer is 5.”

If women score lower than men on a particular psychological test, there often are two possible interpretations:
(1) Women are not as skilled at the ability being measured, or (2) the gender difference simply indicates that
the test itself contained biased items.

Another area of gender bias in research design has to do with sampling. There is a long history of gender bias
in choosing participants for psychological research. Men have been used more frequently as participants than
women have been, though the tide is changing. For example, in 1970 in the Journal of Abnormal Psychology,
42% of the articles reported on male-only studies, and in 1990 the percentage was 20% (Gannon et al., 1992).
By 2007, women were somewhat overrepresented as research participants in mainstream psychology journals,
a pattern that may stem from the overreliance on undergraduate psychology students (who are
disproportionately female) as research participants (Cundiff, 2012). The reliance on single-gender samples
varies by discipline; while women are now somewhat overrepresented as participants in psychological research,
they remain underrepresented as participants in biomedical and neuroscience research (Eagly & Riger, 2014).

Researchers can make a second error that compounds the effects of using an all-male sample:
overgeneralization. That is, having used a single-gender sample, the researchers then discuss and interpret the
results as if they were true of all people, regardless of their gender.

Overgeneralization: A research error in which the results are said to apply to a broader group than the one sampled, for example,
saying that results from an all-male sample are true for all people.

Although psychological research has become less prone to gender bias in sampling, problems remain.
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Psychologists have been guilty of an overreliance on college student samples, which are typically homogeneous
in several ways, including age (most participants are between 18 and 22), race/ethnicity (mostly White), and
social class (mostly middle class). Feminist psychologists argue for the importance of recognizing the diversity
of human experience. Your family’s ethnic group and social class influenced the environment in which you
grew up and therefore influenced your development and behavior. Feminist psychologists urge researchers to
use samples that will allow an exploration of ethnic and social class diversity.

Bias in Data Collection

In the step of research in which the data are collected, two important kinds of bias may enter: experimenter
effects and observer effects.

Experimenter effects occur when some characteristic of the experimenter affects the way respondents behave
and thus affects the outcome of the experiment. For example, in one experiment, a sex survey was
administered by either a male or female researcher; men reported more sexual partners when they had a female
researcher (Fisher, 2007). In another experiment, a test of rape myth acceptance was administered by a
woman who was either provocatively or conservatively dressed (Bryant et al., 2001). Answers to the
questionnaire differed significantly depending on the experimenter’s clothing. It is rather disturbing to realize
that an experiment might have different outcomes depending on whether the experimenter was a man or a
woman, White or a person of color, or dressed in one set of clothes or another.

Experimenter effects: When some characteristics of the experimenter affect the way participants behave and therefore affect the
research outcome.

The problem of experimenter effects is not unsolvable. The situation can be handled by having several
experimenters—for example, half of them female, half of them male—collect the data. This will minimize any
experimenter effects due to the gender of the experimenter and demonstrate whether the gender of the
experimenter did have an effect on the participants’ behavior.

Another important bias that may enter at the stage of data collection is observer effects. Observer effects
(sometimes also called rater bias) occur when the researcher’s expectations for the outcome of the research
influence their observations and recording of the data (Hoyt & Kerns, 1999; Lakes & Hoyt, 2009; R.
Rosenthal, 1966). Scientists are no more immune than laypeople to having stereotyped expectations for the
behavior of women and men. These stereotyped expectations might lead scientists to find stereotyped gender
differences in behavior where there are none. As an example, consider research on gender differences in
aggression among preschool children. If observers expect more aggression from boys, that may be just what
they observe, even though the boys and the girls behaved identically.

Observer effects: When the researcher’s expectations affect their observations and recording of the data; also called rater bias.

The technical procedure that is generally used to guard against observer effects is the blind study. It simply
means that observers are kept unaware of (blind to) which experimental group participants are in so that the
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observers’ expectations cannot affect the outcome. Unfortunately, the blind method is virtually impossible in
gender research, as the gender of a person is usually obvious from appearance, and therefore the observer
cannot be blind to it or unaware of it.

One exception is infants and small children, whose gender is notoriously difficult to identify when they are
clothed. This fact was used in a clever study that provides some information on whether observer effects do
influence gender research. The study is discussed in detail in Chapter 6, but in brief, adults rated the behavior
of an infant on a videotape (Condry & Condry, 1976). The infant was dressed in clothing that didn’t signal
their gender. Half the observers were told the infant was male and half were told the infant was female. When
the infant showed a negative emotional response, those who thought the infant was male tended to rate the
emotion as anger, whereas those who thought the infant was female rated “her” as showing fear. The
observers rated behavior differently depending on whether they thought they were observing a male or female
infant.

Photo 1.6 If all researchers look like him, experimenter effects are likely.

©iStockphoto.com/Wavebreakmedia.

Bias in Interpretation of Results

Once the scientist has collected the data and analyzed them statistically, the results must be interpreted.
Sometimes the interpretation a scientist makes is at best a large leap of faith away from the results. Therefore,
this is also a stage at which gender bias may enter (Hegarty & Pratto, 2010).

As an example, let us consider a fairly well-documented phenomenon of psychological gender differences. A
class of students takes its first exam in Introductory Psychology. Immediately after taking the exam, but before
getting the results back, the students are asked to estimate how many points (out of a possible 100) they got
on the exam. On average, men will estimate that they got higher scores than women will estimate they got
(see Chapter 3). At this point, the data have been collected and analyzed statistically. It can be stated
(neutrally) that there are statistically significant gender differences, with men estimating more points than
women. The next question is this: How do we interpret that result? The standard interpretation is that the
result indicates that women lack self-confidence or have low confidence in their abilities. The interpretation
that is not made, although it is just as logical, is that men have unrealistically high expectations for their own
performance.
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The point is that, given a statistically significant gender difference, such a result can often be interpreted in
two opposite ways, one of which is favorable to men and one of which is favorable to women. A persistent
tendency has existed in psychology to make interpretations that are favorable to men; these interpretations are
essentially based on a female deficit model.

Female deficit model: A theory or interpretation of research in which women’s behavior is seen as deficient.

Sometimes there is no way of verifying which interpretation is right. As it happens in the example above,
there is a way, because we can find out how the students actually did on the exam. Those results indicate that
women and girls underestimate their scores by about as much as men and boys overestimate theirs (D. Cole et
al., 1999; Mednick & Thomas, 1993). Thus, the second interpretation is as accurate as the first.

Becoming sensitive to the point at which scientists go beyond their data to interpret them, and becoming
aware of when those interpretations may be biased, is extremely important. Another example of bias in
interpretations occurs in research on gender differences in language (Chapter 5).

Bias in Publishing Findings

Once the data have been analyzed and interpreted, the next step is to publish the findings. There is a strong
tendency in psychological research to publish significant results only. This does not necessarily mean
significant in the sense of important; it means significant in the sense of being the result of a statistical test
that reaches the .05 level of significance. In other words, it means that if the study were repeated, there would
be a less than 5% chance that the results would be different.

Why does it matter if we publish only significant findings in the psychology of gender? It means that there is
a tendency to report statistically significant gender differences and to omit mention of gender similarities and
nonsignificant gender differences. That is, we tend to hear about it when men and women differ, but we tend
not to hear about it when men and women are the same. Thus there would be a bias toward emphasizing
gender differences and ignoring gender similarities.

This bias may also enter into psychology of women and gender research when results are inconsistent with
gender stereotypes or gender roles, for example, research on menstrual cycle mood fluctuations (a point to be
discussed in detail in Chapter 11).

Bias Against Female Scientists

If there is a tendency for reports by female scientists to be considered less authoritative than reports by male
scientists, this would introduce bias, particularly when combined with bias due to experimenter effects, as
discussed previously. Evidence of such a gender bias might include the underrepresentation of women as lead
authors of scientific journal articles and conference presentations. Research on the extent of this problem has
produced mixed results (Hegarty & Buechel, 2006; Meredith, 2013; Swim et al., 1989), suggesting that bias
against female scientists doesn’t happen consistently. One analysis of over 8 million journal articles published
across the natural sciences, social sciences, and humanities examined the representation of women as authors.
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The representation of women varied by fields, such that math and philosophy had the lowest percentage of
women authors while demography, sociology, and education had the highest (J. D. West et al., 2013). In
addition, the analysis found that the representation of women has been improving over time: From 1965 to
1989, only 15% of authors were women, but from 1990 to 2012, 27% of authors were women. A similar trend
appears in psychology: From 1965 to 1974, only 12% of the articles in Journal of Abnormal Psychology had a
woman as first author; by 1995–2004 that number had risen to 30% (Hegarty & Buechel, 2006). Thus, at
least by the measure of women as authors of journal articles, it appears that bias against female scientists is on
the decline.

Other Kinds of Gender Biases

Another kind of bias is introduced if scientists have a tendency to remember and use in their work only the
studies that conform to their own biases or ideas and to ignore the studies that do not. This tendency would
allow for dominant biases (such as bias against women and people of color) to be perpetuated in scientific
research. Gender bias and cisgenderism in the language used in reports of psychological research are also a
concern. We will address these forms of bias in language in depth in Chapter 5. In addition, research on
women has long been considered a specialty or fringe topic, a perception that reflects the male as normative
theme (which is discussed later in this chapter). Today, this bias has shifted such that mainstream research
includes psychology of women (Eagly et al., 2012) but marginalizes research on people outside the gender
binary.

Feminist Alternatives to Biased Research

We have discussed a number of problems with psychological research that may affect our understanding of
women and men. Of course, these problems are not present in every study in the area, and certainly we don’t
mean to suggest that all psychological research is worthless. The point is to learn to think critically about
biases that may or may not be present when you are reading reports of research. Thinking critically about the
theoretical orientation of a scientist and about biased interpretations of results is important.

A more general point emerges from this whole discussion of gender bias in research methods in psychology.
Traditional psychology has historically viewed itself as an objective and value-free science. Today, many
psychologists, feminist psychologists among them, question whether psychological research can be objective
and value-free (Peplau & Conrad, 1989). They point out that psychological research might more
appropriately be viewed as an interaction between researcher and research participant that occurs in a
particular context. The researcher brings to that interaction certain values that may influence the questions
asked, the methods used, the results found, and the interpretations made. In short, psychological research
cannot be totally objective. Acknowledging our values and reflecting on how they may shape the research
process, then, is crucial.

Psychology, of course, is not the only science that has claimed to be objective and value-free when it isn’t.
Another example is physics and its groundbreaking discoveries of ways to generate nuclear power. These
discoveries can be used to manufacture weapons capable of annihilating thousands, or they can be used to
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generate electricity for cities. Values are closely connected with science.

Feminist psychologists would say that, while the preceding criticisms are important and you should be aware
of them, we need to go beyond those criticisms to offer some constructive alternatives. In doing so, we can
think about gender-fair research and feminist research.

Gender-Fair and Feminist Research

Gender-fair research is research that is not guilty of any of the gender biases discussed in the previous sections
(Denmark et al., 1988; McHugh et al., 1986). Some characteristics of gender-fair research are as follows:

1. Single-gender research should rarely, if ever, be done. In some situations where a single-gender design
might seem justified, the demands for gender fairness and inclusiveness might lead to better
understandings. For example, a study exclusively examining women’s mood fluctuations over the
menstrual cycle would fail to identify systematic fluctuations in men’s moods.

2. Theoretical models, underlying assumptions, and the kinds of questions asked should always be
examined for gender fairness. For example, the minute someone proposes to do research on the effects
of mothers’ depression on their children, it also should be asked whether fathers’ depression has an effect
on their children. Otherwise, we assume that only mothers influence children and that fathers have no
influence, which is unfair to both mothers and fathers.

3. Research teams should be diverse with regard to gender—as well as other social characteristics such as
race or ethnicity—to limit experimenter effects.

4. Interpretations of data should always be examined carefully for gender fairness, and possibly several
interpretations should be offered. For example, if there is a significant gender difference in the number
of points students estimate they will get on an exam, two interpretations should be offered: that women
underestimate and lack self-confidence and that men overestimate and have inflated expectations for
their performance. In a sense, then, gender-fair research proposes that we continue to play the research
game by the same set of rules it has always had—tight controls, careful interpretations, and so on—but
that we improve procedures so that the rules are observed fairly.

Gender-fair research: Research that is free of gender bias.

Feminist researchers might argue that we need to go even further in reforming psychological research. There
really is no single, comprehensive, definitive statement of the principles of feminist research, but many
scholars have made contributions (e.g., Crawford & Kimmel, 1999; Else-Quest & Hyde, 2016; E. B. Kimmel
& Crawford, 2001; Rabinowitz & Sechzer, 1993; Reinharz, 1992), and we present some of those ideas here.

Feminist research: Research growing out of feminist theory, which seeks radical reform of traditional research methods.

Some feminist researchers have argued that the classic form of psychological research—the tightly controlled
laboratory experiment—needs to be revised. They maintain that it is manipulative, intended to determine how
manipulations of the independent variable cause changes in the dependent variable. It objectifies and
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dehumanizes the people it studies, calling them “subjects.” It strips away the context of behavior, taking
people out of their natural environments in order to control all those things the experimenter considers
irrelevant. In all these senses—the manipulativeness, the objectification, the context stripping—traditional
psychological experimentation might be accused of being masculine or patriarchal.

Feminist research includes several recommendations:

1. Do not manipulate people, but rather observe them in their natural environments and try to determine
how they experience their natural lives and worlds.

2. Do not call the people who are studied “subjects,” but rather “participants.” This reaffirms their
personhood and agency.

3. When determining the gender of research participants, it is best to follow this two-step method: First,
ask participants what gender they were assigned at birth. Next, ask them to designate their gender
identity using their own words. This two-step method is more inclusive and more accurate than asking
participants to check a box indicating either “male” or “female” as their gender (dickey, Hendricks, &
Bockting, 2016).

4. Devote specific research attention to the special concerns of women and members of marginalized
groups.

5. Do not think in simple terms of variable A causing effects on variable B, but rather in terms of complex,
interactive relationships in which A and B mutually influence each other. Complexity is emphasized.

6. Conduct critical research. That is, conduct research aimed at empowering members of marginalized or
oppressed groups (such as women and transgender persons) and eliminating power inequities.

7. Consider diverse and innovative methods for studying human behavior (Crawford, 2013).
8. Keep in mind that scientific research and political activism are not necessarily contradictory activities

(Wittig, 1985).

Values affect the scientific theories that are proposed and the way research is done (Rabinowitz & Sechzer,
1993). In particular, they affect the way research is interpreted, a point discussed earlier in the chapter.
Readers need to become sensitive to the values expressed by a particular scientific position. At the same time,
high-quality research that documents oppressive or harmful conditions and provides a prescription for
eliminating inequities can facilitate social change. Psychologists who are engaged in political activism and
have social justice as their goal can still do good research; such researchers are obligated to articulate their
values, but clearly that is a good rule for all scientists!

One example of innovative methods is the use of qualitative research methods or the combination of
qualitative and quantitative methods, known as mixed methods (Denzin & Lincoln, 2005). Traditional
psychological research has largely relied on quantitative methods (Eagly & Riger, 2014)—that is, behavior is
studied by converting it to numbers, whether IQ scores or individuals’ ratings of their attitudes toward legal
abortion on a scale from 1 (strongly disapprove) to 7 (strongly approve). With qualitative methods, the data
are often text, talk, or images. For example, an interviewer may pose open-ended questions in an interview or
focus group, record and transcribe the respondent’s answers, and then analyze the answers for themes. In one
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such study, Watson and her colleagues (2012) interviewed African American women about their experiences
of sexual objectification, finding that their experiences were the result of bias based on gender, race, and class.
The researchers argued that, since most of the research on sexual objectification had been with White women,
African American women’s experiences were marginalized and should be a focus of study. The possibilities of
feminist research—using quantitative, qualitative, or mixed methods—are limitless and exciting, especially
because they can address social inequality.

Qualitative research methods: Research methods that do not use numbers or statistics, but may analyze text, in-depth interviews,
participant observations, or focus groups for themes and meaning.

Mixed methods: Research methods that involve both quantitative and qualitative methods.

Both gender-fair research and feminist research can make valuable contributions. While the traditional
psychological experiment needs reform, we shouldn’t throw it out entirely. It is most effective when it is
combined with naturalistic research examining complex mutual influences. Gender-fair research and feminist
research may diverge on some issues, though. For example, feminist researchers would value the investigation
of intimate partner violence against women as an issue of special importance. Gender-fair researchers may
point out that intimate partner violence may be perpetrated by men and women alike, and that both should be
studied. Feminist researchers might reply that intimate partner violence—which is most often perpetrated by
men against women—is a gender-based crime and that feminist research should be especially concerned with
this systematic form of gender-based oppression. We will revisit this issue in Chapter 14.

Are We Making Progress?

Feminist psychologists began to publish their critiques of traditional research methods more than 45 years
ago. Has there been any progress? Have psychologists changed their methods to respond to these criticisms?

Photo 1.7 Today, scholarly journals such as Psychology of Women Quarterly publish empirical research on the
psychology of women and gender.
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Feminism has positively influenced psychology in a number of ways (Eagly & Riger, 2014; Hegarty &
Buechel, 2006). Substantial shifts have been made toward nonsexist methods in psychological research. There
are more women researchers and more equal representation of women among participants. However, other
forms of bias—such as bias against transgender persons and those outside the gender binary—remain. It is
critical that we continue monitoring our methods and commit to reducing all forms of bias in our discipline.
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Chapter Previews

In the next chapter we will look at the contributions to the understanding of the psychology of women and
gender that have been made by some of the major theoretical systems of psychology—psychoanalytic theory,
social learning theory, and cognitive-developmental theory. A controversial theory, sociobiology, is examined,
as are gender schema theory and feminist theories.

Following these theoretical views, later chapters will focus on research in content areas of the psychology of
women and gender. Chapter 3 reviews evidence on gender stereotypes and gender differences to see the ways
in which women and men differ and the ways in which they are similar. Chapter 4 examines the scholarship
in psychology at the intersection of gender and ethnicity, focusing especially on women of color. Because
feminist scholars have emphasized the importance of language, Chapter 5 is about gender and communication
—whether there are gender differences in verbal and nonverbal communication and how women and trans or
nonbinary people are treated in language. Chapter 6 presents the important new research on gender and
emotion. In Chapter 7 we discuss gender development across the lifespan from birth to old age. We look at
gender and achievement in Chapter 8 by considering research on gender differences in intellectual abilities
and research on achievement in women. Chapter 9 is about gender and work, including discrimination and
wage inequity as well as issues involved in balancing work and family roles.

Chapter 10 explores biological influences on gender and behavior, including research on persons who do not
fit the gender binary. Chapter 11 discusses psychological research on several key women’s health issues,
including menstruation, abortion, and breast cancer, as well as transgender health issues. Chapter 12 explores
gender and sexuality, including research on the physiology of sexual response and research on gender
similarities and differences in sexuality.

Chapter 13 is about the intersection of gender and sexual orientation. Chapter 14 centers on gender-based
violence as seen in rape, intimate partner violence, sexual harassment, child sexual abuse, and human
trafficking, including the victimization of transgender persons. Chapter 15 considers mental health concerns
that show gender disparities (such as depression and eating disorders) and feminist therapies.

In Chapter 16 we examine the psychology of men and masculinity from a feminist perspective. The final
chapter discusses historical shifts and trends in the conceptualization of gender within psychology and social
backlash against feminist progress.

Experience the Research: Understanding Gender Bias in Psychological Research

Design an experiment to determine whether adults are more likely to help a 4-year-old child who is crying and apparently lost,
depending on whether the adult is alone and there are no other adults close by (no bystander condition) or there are other adults
present (bystander condition). Design two versions of the experiment. First, create the experiment as a traditional, prefeminist
psychologist might have done. Then, using Figure 1.1, make a list of all the examples of gender bias in the research. Finally, re-
create the experiment to correct all the elements of gender bias so that it will meet the standards for gender-fair research.

Chapter Summary
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The psychology of women and gender is an exciting and constantly evolving field. Similarly, language on gender continues to evolve.
Terms such as sex, gender, transgender, cisgender, gender binary, and genderqueer are important and used throughout this book. Table
1.1 clarifies many of these terms.

A chief concern in the psychology of women and gender is sexism. Sexism and its variations have changed over time, from old-
fashioned sexism to modern sexism. Psychologists study sexism and its impact on psychological phenomena.

A feminist is a person who favors political, economic, and social equality of all people, regardless of gender, and therefore favors the
legal and social changes necessary to achieve gender equality. We are currently in the fourth wave of feminism.

There are several pervasive themes in the psychology of women and gender. The male-as-normative theme results in women and
nonbinary people being marginalized, ignored, or devalued. Androcentrism also fuels a lopsided emphasis on gender differences,
despite evidence that women and men are both different and similar. In addition, critiquing the gender binary and analyzing gender
with an intersectional approach are contemporary themes that challenge traditional approaches in psychology. We revisit these
themes throughout this book.

Gender bias can shape the design of research, including the type of methods, measures, and sample used. Experimenter effects and
observer effects can alter the outcome of research, and results may be interpreted with a female deficit model. There are many
feminist alternatives to sexist research, and nonsexist research methods are now more commonly used.

Suggestions for Further Reading

Anderson, Kristin J. (2015). Modern misogyny: Anti-feminism in a post-feminist era. Oxford, UK: Oxford University Press. Anderson,
a social psychologist, lays out the evidence for why feminism is as important today as ever.

Caplan, Paula J., & Caplan, Jeremy B. (2009). Thinking critically about research on sex and gender (3rd ed.). Boston, MA:
Pearson/Allyn and Bacon. This brief book includes a feminist critique of several major areas of psychological research on women and
provides helpful guides for critical thinking about research.
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Chapter 2 Theoretical Perspectives on Gender
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Understanding gender differences has fascinated people probably since the dawn of the human species. In the
past century, science has come to dominate intellectual thought. Thus, it is not surprising that scientific
understandings of gender differences have developed. In this chapter we will examine some major
psychological theories that have been formulated to explain the differences between women and men and how
they develop.

At the outset, we think it is important to highlight the distinction between theory and empirical evidence. In
the pages that follow, we will describe many of the theories about the psychology of women and gender that
have been proposed. Some have solid data (empirical evidence) backing them, whereas others do not. Not
every theory is true, nor is every one a good description or explanation of behavior. We all need to be critical
thinkers about the difference between statements based on theory and statements based on empirical evidence.

Psychoanalytic Theory

One of the first scholarly explanations of differences between women and men was psychoanalytic theory,
formulated by Sigmund Freud (1856–1939). Psychoanalytic theory has had an enormous impact on culture: It
has permeated art, film, literature, and even the language and thinking of most laypeople. For these reasons
alone, it is important to understand Freudian theory as a part of our history and culture.

Psychoanalytic theory: A psychological theory originated by Sigmund Freud; its basic assumption is that part of the human psyche is
unconscious.

Freud’s Theory of Psychosexual Development

One of Freud’s greatest contributions was to promote the view of human personality as being the result of
development in the first 5 years of life. That is, he saw the personality of an adult as the product of previous
experiences, and he believed that early childhood experiences were most critical. He proposed a stage theory of
psychosexual development, each stage being characterized by a focus on one of the erogenous zones, parts of
skin or mucous membranes highly endowed with nerve endings that are very sensitive to stimulation (e.g., the
lips and mouth, the anal region, genitals). During stage 1, the oral stage, the infant derives pleasure from
sucking and eating and experiences the world mainly through the mouth. Following this is the anal stage, in
which pleasure is focused on defecating.

Erogenous zones: Areas of the body that are particularly sensitive to sexual stimulation.

Freud proposed that boys and girls pass through the first two stages of psychosexual development, the oral and
the anal, in a similar manner. However, during the phallic stage, around the ages of 3 to 6, the development
of boys and girls diverges. As one might suspect from the name for this stage, girls will be at somewhat of a
disadvantage in passing through it.

Phallic stage: The third stage of development in psychoanalytic theory, around 3 to 6 years of age, during which, for boys, the
pleasure zone is the penis and sexual feelings arise toward the mother and, for girls, sexual feelings arise toward the father.
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During the phallic stage, the boy becomes fascinated with his own penis, which is a rich source of pleasure
and interest for him. At this stage boys experience the Oedipal complex, named for the Greek myth of
Oedipus, who unknowingly killed his father and married his mother. In the Oedipal complex, the boy sexually
desires his mother. His attachment to her is strong and intense. He also wishes to rid himself of the father,
who is a rival for the mother’s affection. But the father is too powerful an opponent, and the boy fears that the
father will retaliate by castrating his son. This castration anxiety becomes so great that the boy seeks to resolve
the problem, repressing his sexual desire for his mother and making the critical shift to identify with the
father. In the process of identifying with the father, the boy introjects (takes into himself as his own) the
values and ethics of society as represented by the father and thus develops a superego. But more important for
our purposes is that, in identifying with the father, he comes to acquire his gender identity, taking on the
qualities the father supposedly possesses—strength, power, and so on.

Oedipal complex: In psychoanalytic theory, a boy’s sexual attraction to and intense love for his mother and his desire to do away with
his father.

Superego: Freud’s term for the part of the personality that contains the person’s conscience.

For girls, the phallic stage is quite different. According to Freud, the first critical event is the girl’s stark
realization that she has no penis. Presumably she recognizes that the penis is superior to her clitoris. She feels
cheated and envious of boys, and thus comes to feel penis envy. She also feels mutilated, believing that at one
time she possessed a penis, but that it had been cut off—indeed, Freud believed that the boy’s castration
anxiety stems from his observation of the girl’s anatomy, which he sees as living proof of the reality of
castration. Her penis envy can never be satisfied directly and instead is transformed into a desire to be
impregnated by her father. Holding her mother responsible for her lack of a penis, she renounces her love for
her mother and becomes intensely attracted to her father, thus forming her own version of the Oedipal
complex, called the Electra complex. The desire to be impregnated by the father is a strong one and persists in
the more general form of maternal urges, according to Freud.

Electra complex: In psychoanalytic theory, a girl’s sexual attraction to and intense love for her father.

According to Freud, the resolution of the Oedipal complex is critical for the boy’s development, being
necessary for the formation of his gender identity and superego. The prime motivation in his resolving his
Oedipal complex was his overpowering castration anxiety. By contrast, for the girl, who believes she’s already
been castrated, the motivation to resolve her Electra complex is not so strong. She is motivated only by the
comparatively abstract realization that her desires for her father cannot be gratified.

Freud theorized that the Electra complex is never as fully resolved for girls as the Oedipal complex is for boys.
This leads the girl to lifelong feelings of inferiority, a predisposition to jealousy, and intense maternal desires.
In addition, because she never fully resolves the Electra complex and introjects society’s standards, her
superego is immature. She is morally inferior and lacks a sense of justice, in large part because she lacks a
penis. Thus, Freud postulated a theoretical model of early development with long-term consequences for male
and female personality development.
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Criticisms of Freud’s Psychoanalytic Theory

Numerous general criticisms and feminist criticisms of Freudian theory have been made. From a scientific
point of view, a major problem with psychoanalytic theory is that most of its concepts cannot be evaluated
scientifically to see whether they are accurate. That is, because Freud placed so much value on unconscious
desires—which cannot be directly observed, measured, or tested—it is impossible to evaluate the validity of his
theory.

Another criticism that is often raised is that Freud derived his ideas almost exclusively from work with
patients who sought therapy. In particular, his views on women may contain some truth about women who
have problems of adjustment, but fail to describe typical or psychologically well women.

Many modern psychologists argue that Freud overemphasized biological determinants of human behavior and
underemphasized social or cultural forces in shaping behavior. In particular, his views on the origin of
differences between men and women, and on the nature of female personality, are heavily biological, relying
mostly on anatomical differences—as the famous phrase has it, “Anatomy is destiny.” In relying on anatomy
as an explanation, Freud ignored the enormous forces of culture acting to create gender differences.

Feminists have raised numerous criticisms of Freudian theory, including those noted above (e.g., Lerman,
1986; J. A. Sherman, 1971; Weisstein, 1971). They are particularly critical of Freud’s assumption that the
clitoris and vagina are inferior to the penis. Thus, many have argued that Freudian theory is phallocentric.

Phallocentric: Male centered or, specifically, penis centered.

Photo 2.1 Sigmund Freud theorized that girls will inevitably realize that the penis is superior to the clitoris,
thereby developing penis envy.

By Max Halberstadt - Public Domain.
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Feminists also note the similarities between psychoanalytic theory and some of the themes discussed in
Chapter 1. In this context, Freud seems simply to be articulating age-old myths and images about women in
“scientific” language. The image of women as sinful and the source of evil is translated into the scientific-
sounding “immature superego.” Certainly Freud’s phallocentrism is a good example of a male-as-normative or
androcentric model. Basically, for Freud, a girl is a castrated boy. His model of development describes male
development, female development being an inadequate variation on it.

Nonetheless, it is important to acknowledge Freud’s contributions in his recognition of the importance of
development in shaping human behavior and personality, and particularly in shaping gender identity.

Karen Horney

Several of the most prominent psychoanalytic theorists were women, and not surprisingly, they made some
modifications to Freud’s theory. Karen Horney’s (1885–1952) theoretical papers show an evolution over time
in her own thinking. Originally Horney (pronounced Horn-eye) accepted Freud’s ideas wholeheartedly; in a
1924 paper she eagerly documented the origins of penis envy and of the castration complex in women.
However, she soon became critical of these notions, and in a 1926 paper she pointed out that Freudian theory
actually articulates the childish views boys have of girls and that Freud’s psychological theory of women was
phallocentric.

Her chief disagreement with Freud was over his notion that penis envy was the critical factor in female
development. Horney used the master’s tricks against him and postulated that the critical factor was male envy
of women, particularly of female reproductive potential, which she called womb envy. She also suggested that
male achievement represents an overcompensation for feelings of anatomical inferiority (i.e., a femininity
complex).

Womb envy: In Horney’s analytic theory, the man’s envy of the woman’s uterus and reproductive capacity.

Helene Deutsch

In 1944, Helene Deutsch (1884–1982) published a weighty two-volume work titled The Psychology of Women,
the major attempt within the psychoanalytic school for a complete understanding of the psychological
dynamics of women. Deutsch extended Freud’s analysis of female development, which essentially ended with
the phallic stage and Electra complex, to later stages of development. She began in the prepuberty period
because she saw the critical processes in woman’s psychological development revolving around the transition
from being a girl to being a woman. She then continued to describe female development and personality in
adolescence and adulthood.

Deutsch viewed motherhood as the most critical feature in women’s psychological development. Indeed, the
whole second volume of The Psychology of Women was devoted exclusively to this topic, and she saw prepuberty
and adolescence as mainly an anticipation of motherhood. Retaining a Freudian orthodoxy in her thinking,
she believed that to be a woman one must develop a “feminine core” in the personality, including the traits of
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narcissism, masochism, and passivity. The desire for motherhood is rooted in these traits, which are themselves
rooted in her anatomy. Helene Deutsch (1944) wrote,

Masochism: The desire to experience pain.

Thus woman acquires a tendency to passivity that intensifies the passive nature inherent in her biology
and anatomy. She passively awaits fecundation: her life is fully active and rooted in reality only when she
becomes a mother. Until then everything that is feminine in the woman, physiology and psychology, is
passive, receptive. (p. 140)

Photo 2.2 Two women who made substantial contributions to psychoanalytic theory: Karen Horney (left) and
Helene Deutsch (right).

Photo of Horney: Bettmann/Getty Images. Photo of Helene Deutsch: Public Domain.

Deutsch’s view of the psychology of women is at once insightful and sexist. It is laden with the confusion of
cultural and biological forces typical of psychoanalytic theory. For example, she believed that female passivity
is a result of anatomy and biological functioning, failing to recognize that passivity is a culturally assigned part
of the female role.

Nancy Chodorow

Nancy Chodorow’s (1978) book The Reproduction of Mothering is a more recent addition to the psychoanalytic
literature, representing second-wave feminism (L. C. Bell, 2004). Integrating psychoanalytic and feminist
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perspectives, Chodorow sought to answer this question: Why do women mother? That is, why is it that in all
cultures women do almost all of the child care? She theorized that, when the child care is provided primarily
by women, daughters and sons develop differently. That is, mothering produces daughters who want to
mother—thereby reproducing mothering—and sons who dominate and devalue women.

Infants start life in a state of total dependency, and given the traditional division of labor (in which women
care for children), those dependency needs are satisfied almost exclusively by the mother. In addition, infants
are egocentric, or self-centered, and have trouble distinguishing between the primary caretaker—the mother—
and themselves. Because mothers do such a good job of meeting their infants’ every need, infants blissfully
assume that mothers have no interests outside of mothering their children. As the children grow, the
unpleasant reality eventually becomes clear as they come to understand that mothers do have other interests.

In her book, Chodorow theorized that the early, intensely intimate relationship with the mother affects the
sense of self and attitudes toward women, for both daughters and sons. Boys and girls continue to expect
women to be caring and sacrificing, and that forever shapes their attitudes toward women. The girl’s sense of
self is profoundly influenced because her intense relationship to her mother is never entirely broken.
Therefore, girls never see themselves as separate in the way boys do, and girls and women continue to define
themselves as caregivers of others.

By contrast, boys begin with the same intense attachment to the mother, but must repress that relationship in
order to develop a masculine identity. Thus masculinity comes to be defined negatively, as the opposite or lack
of femininity. Masculinity involves denying feminine maternal attachment. Therefore, the boy’s need to
separate himself from his mother (and all women) and define a masculine identity for himself fosters his
devaluation of all women. Traditionally, fathers have been essentially absent or uninvolved in child care,
thereby idealizing their masculine qualities and promoting the notion of masculine superiority. At the same
time, men’s capacity for providing child care is limited by their denial of relatedness.

According to Chodorow, women’s relational needs are greater than men’s relational needs, which are satisfied
by a heterosexual relationship with a woman, in which they recapture the warmth of the infant’s relationship
with their mother. Yet women’s greater relational needs cannot entirely be satisfied by a man. And so, women
have babies, their relational needs are satisfied, and the cycle repeats itself.

Chodorow’s question—Why do women mother?—is not so small as it might appear. Women’s mothering
perpetuates the whole division of labor by gender, because once women are committed to be the exclusive
caregivers, men must do the other jobs necessary for society to continue. Moreover, women’s mothering
promotes the devaluation of women.

What makes Chodorow’s psychoanalytic theory feminist? First, Chodorow offers a feminist revision of some
of Freud’s ideas. For example, she argues that penis envy results not from a girl’s recognition of the inherent
superiority of the penis (as Freud said), but rather from the fact that the penis symbolizes the power men have
in our society. She argues that women’s mothering was taken for granted and not given the attention it
deserved (Chodorow, 2013). Second, Chodorow does not stop with her analysis of the family dynamics that
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perpetuate the devaluation of women; she gives a prescription for social change to eliminate inequities for
women. She theorizes that the only way for the cycle to be broken is for men to begin participating equally in
child care:

Any strategy for change whose goal includes liberation from the constraints of an unequal social
organization of gender must take account of the need for a fundamental reorganization of parenting, so
that primary parenting is shared between men and women. (Chodorow, 1978, p. 215)

A few researchers have tested parts of Chodorow’s theory. In one study, 4- and 5-year-olds were videotaped
while playing with their mothers (Benenson et al., 1998). The results indicated that mother-daughter pairs
were indeed closer to each other than mother-son pairs. This was true both physically—girls were physically
closer to their mothers—and psychologically—mother-daughter pairs expressed more mutual enjoyment.
These findings support Chodorow’s assertion that girls are closer to their mothers and that boys separate
themselves from their mothers.

Several key criticisms of Chodorow’s theory should be noted (e.g., Lorber et al., 1981). First, the theory has a
heterosexist and cisnormative bias. It explains in detail why children grow up heterosexual, consistent with the
gender binary, assuming that all of them would, while making no attempt to understand the development of
people with other sexual orientations (Rich, 1980). Second, as a feminist theory, Chodorow’s theory has been
criticized for lacking an intersectional approach, in that it focuses exclusively on gender and ignores race and
social class (Spelman, 1988). Third, most of the evidence Chodorow cites in her book is clinical—that is, it
comes from individual histories of people seeking psychotherapy. As such, Chodorow’s theory is open to the
same criticism that was made of Freud’s theory—namely, that the theory is based on the experiences of people
who are maladjusted, and thus their experiences are not generalizable.

Social Learning Theory

Psychoanalytic approaches, with their emphasis on unconscious desires, eventually gave way to a very different
set of approaches in psychology—learning theories, which instead emphasize behaviors. Social learning theory
is a major theoretical system in psychology, designed to describe the processes of human development
(Bandura & Walters, 1963). It emphasizes several key mechanisms in development, including reinforcement,
punishment, imitation, and observational learning. Thus, an explanation for psychological gender differences
is that children learn how to behave differently based on their gender. That is, boys and girls act appropriately
for their genders because they have been rewarded for doing some things and punished for doing others. The
idea is that the operant conditioning mechanisms of reinforcement and punishment explain the acquisition of
gender roles. Thus, children are rewarded or reinforced for displaying gender-appropriate behaviors and
punished or not rewarded for displaying gender-inappropriate behaviors. For example, little girls are rewarded
for being quiet and obedient, whereas little boys are rewarded for being athletic and tough. As a result,
children are more likely to repeat the behaviors that have been reinforced, and gender differences in behavior
develop.
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Social learning theory also emphasizes the importance of two additional mechanisms: imitation and
observational learning. Imitation, or modeling, means simply that children do what they see others (termed
models) doing. Observational learning refers to situations in which children learn by observing the behavior of
models, even though they may not actually perform the behavior at the time, perhaps not using the
information until months or years later. These three mechanisms, then—reinforcement, imitation, and
observational learning—are thought to underlie the process of gender typing—that is, the acquisition of
gender-typed behaviors and learning of gender roles—according to social learning theory.

Imitation: People doing what they see others doing.

Modeling: Demonstrating gendered behavior for children; also refers to the child’s imitation of the behavior.

Observational learning: Observing someone doing something and then doing it at a later time.

Gender typing: The acquisition of gender-typed behaviors and learning of gender roles.

Children’s imitation is motivated partly by the power of authority figures, so they are especially likely to
imitate parents, other adults, or older peers. With regard to gender typing, the theory assumes that children
tend to imitate models of a similar gender more than they imitate models of a different gender. Therefore, the
little girl imitates her mother and other women more than she does men. This mechanism of imitation helps
to explain the acquisition of the complex and subtle aspects of gender roles that probably have not been the
object of reinforcements.

Photo 2.3 Learning gendered behavior: After the birth of a new sibling, this preschooler uses a doll to imitate
her mother’s breastfeeding.

©iStockphoto.com/martinedoucet.

Children may learn behaviors but not perform them. A behavior may become part of the child’s repertoire
through observational learning. Such information may be stored up for use perhaps years later, when a
situation in adolescence or adulthood calls for knowledge of gender-appropriate behaviors. For example, a
young girl may observe her mother caring for an infant sibling. Although the little girl may not perform any
infant-care behaviors at the time, much less be rewarded for them, she nonetheless may store up the
information for use when she herself is a mother. Children will also learn to anticipate the consequences of
their actions. The little girl knows in advance that her attempts to join Little League will be not be reinforced,
and perhaps will even be met with punishments.
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According to social learning theory, then, gender typing results from differential rewards and punishments, as
well as from imitation of same-gender models and observational learning.

Evidence for Social Learning Theory

Social learning theory has stimulated a great deal of research aimed at documenting the existence—or
nonexistence—of the mechanisms it proposes. This research makes it possible to assess the adequacy of the
social learning model for the development of gender differences.

Numerous studies have demonstrated the effectiveness of imitation and reinforcements in shaping children’s
behavior, particularly gender-typed behaviors such as aggression. A classic study by the social learning theorist
Albert Bandura (1965) is a good example. In the first phase of this experiment, children were randomly
assigned to view one of three films. In all of the films, an adult model was performing more than one
aggressive behavior, but in one film the model was rewarded; in another, punished; and in the third, left alone
without consequences. The children’s aggressive behavior was then observed. As the social learning approach
would predict, children who had viewed the model being punished performed the least aggressive behavior.
Furthermore, and consistent with the findings of many other investigators (see Chapter 3), boys performed
more aggressive behavior than girls. In the second phase of the experiment, the children were offered
attractive reinforcements (pretty sticker pictures and juice treats) for performing as many of the model’s
aggressive responses as they could remember. Gender differences all but disappeared in this phase, and girls
performed nearly as many aggressive behaviors as boys.

This experiment illustrates several important points. The first phase demonstrated that children do imitate
and that they do so differentially depending on the perceived consequences of the behavior. Notice that in this
phase the children themselves were not actually reinforced, but simply observed the model being reinforced.
The second phase illustrated how gender differences in aggressive behavior can be influenced by
reinforcements. When girls were given equal reinforcement for aggression, they were nearly as aggressive as
boys. Certainly, the experiment is evidence of the power of imitation and reinforcement in shaping children’s
behavior.

There is evidence that parents treat boys and girls differently and that they differentially reward some—
though certainly not all—behaviors in boys and girls. In one study, based on a review of 172 studies of parents’
socialization practices, the authors concluded that there was a significant tendency for parents to encourage
gender-typed activities in their children, especially in areas such as play and household chores (Lytton &
Romney, 1991).

Of course, there is plenty of evidence of gender-stereotyped role models in the media. For example, in one
study first and second graders were exposed to television commercials in which (a) all boys were playing with a
gender-neutral toy (traditional condition), (b) all girls were playing with it (nontraditional condition), or (c)
the commercial was not about toys (control; Pike & Jennings, 2005). After the viewing, children were asked
to sort six toys into those that were for boys, those that were for girls, or those that were for both boys and
girls. Among the six toys was the toy children had seen in the commercial. Children in the traditional
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condition were more likely to say that the toy was for boys, whereas children in the nontraditional condition
were more likely to say that it was for both boys and girls. These results demonstrate that even television
commercials can shape children’s gender typing. We return to the role of media in gender role development in
Chapter 7.

Cognitive Social Learning Theory

Social learning theorists have also incorporated cognitive approaches into their theories, which are now called
cognitive social learning theory or social cognitive theory (Bandura, 1986; Bussey & Bandura, 1999). The
emphasis on reinforcement, punishment, and imitation remains, and cognitive processes such as attention,
self-regulation, and self-efficacy are added.

Every day, children observe thousands of behaviors in the complex environment surrounding them, yet they
imitate or model only a few of them. Attention is the cognitive process that weeds out most of the behaviors
that are irrelevant to the child and focuses on the few that are most relevant. Gender makes some behaviors
relevant and others not. Once children can differentiate men and women, they pay more attention to same-
gender than to other-gender models (Bussey & Bandura, 1992). As noted earlier, children tend to imitate
same-gender models.

According to cognitive social learning theory, as children develop, regulation of their behavior shifts from
externally imposed rewards and punishments to internalized standards and self-sanctions. As children learn to
regulate themselves, they guide their own behavior (a process known as self-regulation), and as they learn the
significance of gender, they monitor and regulate their own behavior according to internalized gender norms.
The data show that children are more likely to monitor their behavior for gender-appropriateness when they
are in mixed-gender groups than when they are in single-gender groups (Bussey & Bandura, 1999).

Self-efficacy is an important concept in social cognitive theory. Self-efficacy refers to our beliefs about our
ability to accomplish something, to produce a particular outcome. People can have a global sense of self-
efficacy, but efficacy beliefs also tend to vary depending on the area or task. You may feel certain that you can
earn an A in a psychology course but have no confidence that you can pass a chemistry course. Efficacy beliefs
are extremely important in individuals’ lives. They affect the goals we set for ourselves, how much time and
effort we put into attaining a goal, and whether we persist in the face of difficulties. People with strong
efficacy beliefs redouble their efforts in the face of challenges, whereas those with a low sense of efficacy give
up.

Self-efficacy: A person’s belief in their ability to accomplish a particular task.

Photo 2.4 Albert Bandura theorized that children pay more attention to same-gender models in order to learn
gender-appropriate behaviors.
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Efficacy beliefs, for example, play a large role in career choice and pursuing a career, perhaps over many years
of necessary education (Bandura et al., 2001). Occupations are highly gendered (see Chapter 9). As girls
observe teachers and see many women successfully doing the job, their sense of self-efficacy at being a teacher
increases. By contrast, when they observe few women among airline pilots, their sense of efficacy at being a
pilot declines and they don’t even consider it an option.

Overall, though, cognitive social learning theory is an optimistic theory for those who want to see social
change in gender roles. It says that children can and will learn a very different set of gender roles if powerful
others—for example, parents and the media—change which behaviors they model and reinforce.

Cognitive-Developmental Theory

In terms of impact, perhaps the closest equivalent in the second half of the 20th century to Freud’s work in
the first half was the developmental theory proposed by Jean Piaget, together with his colleague Bärbel
Inhelder. Lawrence Kohlberg (1966) then extended Piaget and Inhelder’s cognitive principles to the realm of
gender development.

Much of Piaget and Inhelder’s thinking arose from their observations of the errors children made in
answering questions such as those asked on intelligence tests. They concluded that these errors did not
indicate that the children were stupid or ignorant, but rather that they had a different cognitive organization
from that of adults. Piaget and Inhelder discovered that the cognitive organizations of children change
systematically over time, and they constructed a stage theory of cognitive development to describe the
progression of these changes. Interestingly, concepts of gender and gender identity undergo developmental
changes parallel to the development of other concepts. Piagetian perspectives on cognitive development
emphasize the importance of the child in constructing their own development, or being active and internally
motivated to understand the meaning of concepts.

Kohlberg theorized that gender constancy—the understanding that gender is a stable and consistent part of
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oneself—is critical to children’s gender development. Put in Piagetian terms, when a child has gender
constancy, they can conserve gender; conservation is the understanding that, even though something may
change in appearance, its essence remains the same. Achieving gender constancy is a developmental process
that begins with acquiring gender identity, or knowing their own gender. Children typically have gender
identity around 2 years of age (Kohlberg, 1966; Zosuls et al., 2009). We provide a more detailed discussion of
the stages of gender constancy development in Chapter 7.

Gender constancy: The understanding that gender is a stable and consistent part of oneself.

Gender identity: The first stage of gender constancy development, in which children can identify and label their own gender and the
gender of others.

Cognitive-developmental theory views gender role learning as one aspect of cognitive development. The child
learns a set of rules regarding what men do and what women do, and behaves accordingly. In this theory,
gender role learning is not entirely imposed by external forces, but rather is self-motivated and reflects
children’s engagement with their social environment. The child essentially engages in self-socialization and
self-selects the behaviors to be learned and performed on the basis of rules regarding the gender
appropriateness of the behavior. In Chapter 7, we revisit gender learning in childhood and discuss the self-
socialization model of gender (Tobin et al., 2010).

Focus 2.1 Feminist Reformulation of a Theory of Moral Development

Lawrence Kohlberg made another major contribution to psychology: a theory of moral development—that is, he developed a stage
theory of how our understanding of morality and moral problem solving changes from early childhood through adolescence. First,
you need to know how Kohlberg studied moral development and how he determined that there are stages in the development of
moral reasoning.

Kohlberg studied moral thought by presenting children or adults with a moral dilemma, such as this one:

In Europe, a woman was near death from a special kind of cancer. There was one drug that the doctors thought might save her.
It was a form of radium that a druggist in the same town had recently discovered. The drug was expensive to make, but the
druggist was charging 10 times what the drug cost him to make. He paid $200 for the radium and charged $2,000 for a small
dose of the drug. The sick woman’s husband, Heinz, went to everyone he knew to borrow the money, but he could get together
only about $1,000, which is half of what it cost. He told the druggist that his wife was dying and asked him to sell it cheaper or
let him pay later. But the druggist said, “No, I discovered the drug and I’m going to make money from it.” So Heinz gets
desperate and considers breaking into the man’s store to steal the drug for his wife.

Following presentation of the dilemma, the participant is asked a number of questions, such as whether Heinz should steal the drug
and why. The important part is not whether the person says Heinz should or should not steal, but rather the person’s answer to the
question of why—which reflects the stage of development of moral reasoning.

Based on his research, Kohlberg concluded that people go through a series of three levels in their moral reasoning as they mature (in
addition, each level is divided into two stages, for a total of six stages). His model is presented in Table 2.1. In Level I,
preconventional morality, children (usually preschoolers) have little sense of rules and obey simply to avoid punishments or to obtain
rewards. For example, Heinz should not steal because he might get caught and put in jail. In Level II, conventional morality, children
(usually beginning in elementary school) are well aware of society’s rules and laws and conform to them rigidly; there is a law-and-
order mentality and a desire to look good in front of others. For example, Heinz should not steal because stealing is against the law.
Finally, in Level III, postconventional morality, a person transcends the rules and laws of society and instead behaves in accordance
with an internal, self-defined set of ethical principles. For example, it is acceptable for Heinz to steal because human life is more
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important than property. In Level III, it might be judged acceptable to violate laws in some instances in which they are unjust.

Kohlberg reported evidence of gender differences in moral development, and here the interest for the psychology of women and
gender begins. He found that, while most men make it to Stage 4, most women get to only Stage 3. From this it might be concluded
that women have a less well-developed sense of morality.

One of the most influential critiques of Kohlberg’s ideas is the feminist analysis by Carol Gilligan. In her influential book In a
Different Voice (Gilligan, 1982), she offered a reformulation of moral development from a woman’s point of view. Several of
Gilligan’s criticisms parallel our earlier discussion of sex bias in research. Some of the moral dilemmas Kohlberg used, like the Heinz
dilemma, feature a male protagonist. Girls and women may find this a bit hard to relate to. Gilligan also pointed out that the people
who formed the basis for Kohlberg’s theorizing were a group of 84 men, whom he followed for 20 years, beginning in their
childhood. When a theory is based on evidence from men, it is not surprising that it does not apply well to women; it’s an error of
overgeneralization. Finally, Gilligan identified a bias in Kohlberg’s interpretation: The phenomenon that women reach only Stage 3
is interpreted as a deficiency in female development, whereas it might just as easily be interpreted as being a deficiency in Kohlberg’s
theory, which may not adequately describe female development.

Gilligan did not stop with a critique of Kohlberg’s theory. She extended her analysis to provide a feminist reformulation of moral
development. Her reformulation is based on the belief that women reason differently about the moral dilemmas—that is, they are
speaking in a different voice—and that their voices had not been listened to. She theorized that men reason about moral issues using
a justice perspective, which views people as differentiated and standing alone and focuses on the rights of the individual, and that
women reason using a care perspective, which emphasizes relatedness between people and communication. According to Gilligan,
men focus on contracts between people, and women focus on attachments between people. Kohlberg devised his stages of moral
reasoning with the male as norm; thus women’s answers appear immature, when in fact they are simply based on different concerns.

Justice perspective: According to Gilligan, an approach to moral reasoning that emphasizes fairness and the rights of the
individual.

Care perspective: According to Gilligan, an approach to moral reasoning that emphasizes relationships between people
and caring for others and the self.

What evidence is there for Gilligan’s theorizing? Gilligan herself presented several studies in support of her views. Here we will
consider one of these: the abortion decision study. She interviewed 29 women between the ages of 15 and 33, all of whom were in
the first trimester of pregnancy and were considering abortion. They were interviewed a second time one year later. Notice how she
shifted the moral dilemma from a male stranger named Heinz to an issue that is far more central to women. Just as Kohlberg saw
three major levels of moral reasoning, so Gilligan found three levels among these women, but the focus for the levels was different.
Her model appears alongside Kohlberg’s in Table 2.1. In Gilligan’s Level I, preconventional morality, the woman making the
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abortion decision is concerned only for herself and her survival. An example is Susan, an 18-year-old, who was asked what she
thought when she found out that she was pregnant:

I really didn’t think anything except that I didn’t want it. . . . I didn’t want it, I wasn’t ready for it, and next year will be my last
year and I want to go to school. (Gilligan, 1982, p. 75)

Women who have reached Level II have shifted their focus to being responsible and to caring for others, specifically for a potential
child. Women in Level II see their previous, less mature Level I responses as selfish. These themes are articulated by Josie, a 17-
year-old, in discussing her reaction to being pregnant:

I started feeling really good about being pregnant instead of feeling really bad, because I wasn’t looking at the situation
realistically. I was looking at it from my own sort of selfish needs, because I was lonely. Things weren’t really going good for
me, so I was looking at it that I could have a baby that I could take care of or something that was part of me, and that made me
feel good. (Gilligan, 1982, p. 77)

Typical of Level II thinking, Josie sees Level I thinking as selfish, and shifts her concern to being responsible to the child. Notice
that deciding to have an abortion or not to have an abortion is not what differentiates Level I from Level II. Either decision can be
reached at either level.

Finally, in Level III moral reasoning, the self and others are seen as interdependent, and there is a focus on balancing caring for
others (the fetus, the father, parents) with caring for oneself. A woman must have reasonably high self-esteem to reach this level, for
without it the “caring for self” aspect looks like a return to the selfishness of earlier levels, rather than a complex balancing of care
extended to all, including herself. A recapitulation of her earlier moral reasoning and her current balancing of caring is articulated by
Sarah, who is faced with a second abortion:

Well, the pros for having the baby are all the admiration that you would get from being a single woman, alone, martyr,
struggling, having the adoring love of this beautiful Gerber baby. . . . Cons against having the baby: it was going to hasten what
is looking to be the inevitable end of the relationship with the man I am presently with. I was going to have to go on welfare.
My parents were going to hate me for the rest of my life. I was going to lose a really good job that I have. I would lose a lot of
independence. Solitude. . . . Con against having the abortion is having to face up to the guilt. And pros for having the abortion
are I would be able to handle my deteriorating relation with [the father] with a lot more capability and a lot more responsibility
for myself. . . . Having to face the guilt of a second abortion seemed like not exactly—well, exactly the lesser of two evils, but
also the one that would pay off for me personally in the long run because, by looking at why I am pregnant again and
subsequently have decided to have a second abortion, I have to face up to some things about myself. (Gilligan, 1982, p. 92)

Sarah’s reasoning reflects the cognitive and moral sophistication of Level III, which entails wrestling with complicated and
sometimes conflicting perspectives.

How good is Gilligan’s theory? First, it is an example of many of the qualities of feminist scholarship. She detected the androcentric
bias of Kohlberg’s work, reconstructed the theory after listening to what women said, and shaped a developmental model from it.
Still, much of Gilligan’s writing sounds as though men display one kind of moral thinking and women display a totally different
kind. Yet it seems likely that there are some men who show “female” moral reasoning of the kind quoted earlier and some women
who display “male” moral reasoning. Here is the theme of the tension between gender similarities and gender differences.

What do the data say? A major meta-analysis (for an explanation of meta-analysis, see Chapter 3) of studies that had examined
gender differences found that women score at the same moral level, on average, as men. That is, there is no evidence to support
Gilligan’s basic claim that Kohlberg’s scales shortchange women and cause them to score as less morally mature. Another meta-
analysis examined studies that had tested the use of the justice perspective versus the care perspective, to test Gilligan’s assertion that
men and women reason with different “moral voices.” Averaged over all studies, the gender difference in care orientation did favor
women, but was small: d = −0.28. (The d statistic is explained in Chapter 3.) The average gender difference in justice orientation
favored men, but also was small: d = 0.19. In short, although women have a tendency to emphasize care reasoning and men have a
tendency to emphasize justice reasoning, the differences are small, and most people use combinations of justice and care in their
thinking about moral issues. It simply would not be accurate to say that girls and women speak in one moral voice and boys and men
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in another.

In sum, Gilligan’s main contribution was to articulate a different side of moral reasoning, one based on relationships and caring.
While gender differences in moral reasoning are small, it is important to recognize Gilligan’s contribution in historical perspective: it
offered a feminist reformulation of an androcentric theory based on gender-biased methods.

Sources: Colby et al. (1983); Gilligan (1982); Jaffee & Hyde (2000); Kohlberg (1969); Mednick (1989); L. J. Walker (1984).

Gender Schema Theory

A cognitive perspective on gender that is also feminist is psychologist Sandra Bem’s (1981) gender schema
theory. Schema is a concept from cognitive psychology, the branch of psychology that investigates how we
think, perceive, process, and remember information. A schema is a general knowledge framework that a
person has about a particular topic. A schema organizes and guides perception, and typically helps us process
and remember information. Yet schemas also act to filter and interpret information, and they can therefore
cause errors.

Schema: In cognitive psychology, a general knowledge framework that a person has about a particular topic; the schema then
processes and organizes new information on that topic.

Bem (1981) applied schema theory to understanding the gender-typing process in her gender schema theory
(see also C. L. Martin & Halverson, 1983; C. L. Martin et al., 2002). Her proposal was that each one of us
has as part of our knowledge structure a gender schema, a set of gender-linked associations. Furthermore, the
gender schema represents a basic predisposition to process information on the basis of gender. It represents
our tendency to see many things as gender-related and to want to dichotomize things on the basis of gender.
The gender schema processes new, incoming information, filtering and interpreting it.

Gender schema: A person’s general knowledge framework about gender; it processes and organizes information on the basis of
gender-linked associations.

Bem argued that the developmental process of gender typing or gender role acquisition in children is a result
of the child’s gradual learning of the content of their culture’s gender schema. The gender-linked associations
that form the schema are many: Girls wear dresses and boys don’t; boys are strong and tough, girls are pretty
(perhaps learned simply from the adjectives adults apply to children, rarely or never calling boys pretty, rarely
or never calling girls tough); girls grow up to be mommies, boys don’t.

In a further process, the gender schema becomes closely linked to the self-concept. Thus 5-year-old Maria
knows she is a girl and also has a girl schema that she attaches to her own sense of girlhood. Maria’s self-
esteem then begins to be dependent on how well she measures up to her girl schema. At that point, she
becomes internally motivated to conform to society’s female gender role (a point much like Kohlberg’s).
Society does not have to force her into the role. She gladly does it herself and feels good about herself in the
process. Finally, Bem postulated that different individuals have, to some extent, different gender schemas.
The content of the schema varies from one person to the next, perhaps as a result of the kinds of gender
information to which one is exposed in one’s family throughout childhood. And the gender schema is more
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central to self-concept for some people than for others; gender schematic individuals are traditionally
masculine men and feminine women, whereas gender aschematic individuals are less gender-typed.

Evidence for Gender Schema Theory

In one study, Bem (1981) gave a list of 61 words, in random order, to respondents who were college students.
Some of the words were proper names, some referred to animals, some were verbs, and some were articles of
clothing. Half the names were masculine and half were feminine. One-third of the animal words were
masculine (gorilla), one-third were feminine (butterfly), and one-third were neutral (ant). Similarly, one-third
of the verbs and the articles of clothing were each masculine, feminine, and neutral. The participants’ task was
to recall as many of the 61 words as they could, in any order. It is known from many previous studies that in
memory tasks such as these, people tend to cluster words into categories based on similar meaning; this is
indicated by the order in which they recall the words. For example, if the person organized the words
according to gender, the recall order might be gorilla, bull, trousers; but if the organization was according to
animals, the recall order might be gorilla, butterfly, ant. If gender-typed people (masculine men and feminine
women, as measured by the Bem Sex Role Inventory, a test discussed in Chapter 3) do possess a gender
schema that they use to organize information, then they should cluster their recalled words into gender
groupings. That is exactly what occurred. Gender-typed persons tended to cluster words according to gender,
a result that supports gender schema theory.

Photo 2.5 Gender schema theorist Sandra Bem proposed that our gender schema is closely linked to our self-
concept.

Photo Courtesy of Emily Bem.

In another experiment, 5- and 6-year-old children were shown pictures of boys and girls performing
stereotype-consistent activities, such as girls baking, and stereotype-inconsistent activities, such as girls boxing
(see Figure 2.1; C. L. Martin & Halverson, 1983). One week later the children were tested for their recall of
the pictures. The results indicated that the children distorted information by changing the gender of the
people in the stereotype-inconsistent pictures, while not making such changes for the stereotype-consistent
pictures. That is, children tended to remember a picture of a girl sawing wood as having been a picture of a
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boy sawing wood. That result is just what would be predicted by gender schema theory: Incoming information
that is inconsistent with the gender schema is filtered out and reinterpreted to be consistent with the gender
schema. This study also indicates that the gender schema is present even in 5-year-olds. (For a review of the
impact of Bem’s theory, see Starr & Zurbriggen, 2017.)

Figure 2.1 Gender schemas and children’s memory.

Source: Adapted from C. L. Martin and Halverson (1983).

Sociobiology and Evolutionary Psychology

Next we turn to two theories that argue that human gender differences are rooted in evolution. Sociobiology is
a controversial theory initially proposed by Harvard biologist E. O. Wilson (1975b) in his book Sociobiology:
The New Synthesis, a massive, 700-page work filled with countless examples from insect life.

Sociobiology can be defined as the application of Charles Darwin’s theory of evolution by natural selection to
understanding the social behavior of animals, including humans. That is, sociobiologists are specifically
concerned with understanding how social behaviors—such as aggression or caring for the young—are the
product of natural selection.

Sociobiology: The application of evolutionary theory to explaining the social behavior of animals, including people.

Natural selection: According to Darwin, the process by which the fittest animals survive, reproduce, and pass on their genes to the
next generation, whereas animals that are less fit do not reproduce and therefore do not pass on their genes.

To understand what sociobiology has to say about women and gender roles, we must first discuss Darwin’s
theory. His basic observation was that living things over-reproduce—that is, they produce far more offspring
than would be needed simply to replace themselves. Yet population sizes remain relatively constant because
many individuals do not survive. There must be differential survival, with the “fittest” organisms surviving and
reproducing viable offspring. Evolutionary fitness is defined in this theory as the relative number of genes an
animal contributes to the next generation. The bottom line is producing lots of offspring—specifically, healthy
and viable offspring. Thus, a man who jogs 10 miles a day, lifts weights, and has a 50-inch chest but whose
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sperm count is zero would be considered to have zero fitness according to sociobiologists. Over generations,
there is differential reproduction, the fittest individuals producing the most offspring. Genes that produce
fitness characteristics become more frequent, and fitness characteristics (“adaptive” characteristics) become
more frequent; genes and associated characteristics that produce poor fitness become less frequent.

Evolutionary fitness: In evolutionary theory, an animal’s relative contribution of genes to the next generation.

The basic idea of sociobiology is that the evolutionary theory of natural selection can be applied to social
behaviors. That is, a particular form of social behavior—say, caring for one’s young—would be adaptive, in the
sense of increasing one’s reproductive fitness. Other social behaviors—for example, female infanticide—would
be maladaptive, decreasing one’s reproductive fitness. Over the many generations of natural selection that have
occurred, the maladaptive behaviors should have been weeded out, and we should be left with social behaviors
that are adaptive because they are the product of evolutionary selection.

With this as background for the general principles of sociobiology, let us now consider some specific
arguments of sociobiologists that are of special relevance to women.

Parental Investment

One of the things sociobiologists have attempted to explain is why it is typically the female of the species who
does most of the care of offspring. Sociobiologists offer a very different explanation than Chodorow does for
this phenomenon. The sociobiologist’s explanation rests on the concept of parental investment, which refers
to behaviors or other investments of the parent with respect to the offspring that increase the offspring’s
chance of survival but that also cost the parent something (Trivers, 1972). Females of a species generally have
a much larger parental investment in their offspring than males do. At the moment of conception, the female
has the greater parental investment—she has just contributed one of her precious eggs. The male has
contributed merely a sperm. Eggs are precious because they are large cells and, at least in humans, only one
egg is released each month. Sperm are “cheap” because they are small cells and are produced in enormous
numbers. For example, there are 200 million sperm in the average human male ejaculate, and a man can
produce that number again in 48 hours (Malm et al., 2004). So at the moment of conception the female has
invested much with her highly valuable egg, but the male has invested little with a single sperm. In mammals,
the female then proceeds to gestate the young (for a period of 9 months in humans). Here again she makes an
enormous investment of her body’s resources, which otherwise could have been invested in doing something
else. Then the offspring are born and, in the case of mammals, the female nurses them, once again investing
time and energy.

Parental investment: In sociobiology, behaviors or other investments in the offspring by the parent that increase the offspring’s
chance of survival.

Photo 2.6 Harvard biologist E. O. Wilson (left) developed the theory of sociobiology, which applies Charles
Darwin’s (right) theory of evolution by natural selection to social behaviors.
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Rick Friedman/Corbis News/Getty Images.

It is most adaptive for whichever parent has the greater parental investment to continue caring for the
offspring. For the female, who has invested her precious egg, gestation, and nursing, it would be evolutionary
insanity to abandon the offspring when they still need more care in order to survive. By contrast, the male has
invested relatively little and his best reproductive strategy is to impregnate as many females as possible,
producing more offspring carrying his genes. This strategy is particularly effective if he can count on the
female to take care of the offspring so that they survive.

Sociobiologists apply this logic to humans, arguing women are the ones doing the child care for two key
reasons. The first reason is that the woman has a greater parental investment and therefore it is adaptive for
her to continue caring for her children. The second reason arises from a basic fact: Maternity is always certain,
whereas paternity is not. In other words, the woman is sure when a child is hers. The sociobiologist would say
that she knows that the child carries her genes. The man cannot be sure that the child is his, carrying his
genes. It is thus adaptive for the woman—that is, it increases her fitness—to care for the child to make sure
that they, and her genes, survive. It does not increase the man’s fitness to care for children that may not carry
his genes. Therefore, women do the child care.

The basic pattern of females of a species having greater parental investment is found throughout the animal
kingdom, with some exceptions that are worth considering. One is songbirds, who are notable because the
male and female participate equally and cooperatively in the care of their young (Barash, 1982). But
sociobiologists believe that their theory can explain the exception as well as the general rule. Songbirds have a
monogamous mating system that makes paternity a near certainty. Thus it is adaptive for the male to care for
the young because he can be sure that they carry his genes. In addition, young birds require an enormous
amount of food per day. It is doubtful that they could survive on the amount of food brought to them by a
single parent. Thus, it is highly adaptive for both parents to participate in care of the offspring, and it would
be highly maladaptive for fathers or mothers to neglect them.

Sociobiologists have attempted to explain why female orgasm evolved in humans, given that it exists in few, if
any, other species. They argue that human female orgasm has evolved because human babies are born
particularly helpless, dependent, and in need of parental care (Barash, 1982). Essentially, human babies are
more likely to survive if they have two parents. A monogamous mating system, with permanent pairing of
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mother and father, would be adaptive and favored in evolution. The female orgasm (and the female human’s
continuous interest in sex at all phases of the menstrual cycle) thus evolved to hold together that permanent
pair.

Sociobiologists have also extended their theorizing to explain the sexual double standard—that is, that a man
is allowed, even encouraged, to be promiscuous, whereas a woman is punished for engaging in promiscuous
sex and instead is very careful and selective about whom she has sex with (Barash, 1982). The explanation has
to do with that precious egg and those cheap sperm. It is adaptive for her to be careful of what happens to the
egg, whereas it is adaptive for him to distribute sperm to as many women as possible. Anticipating her greater
parental investment, the woman must also be careful about whose genes she mixes with her own. In essence,
she chooses quality and he chooses quantity.

Double standard: The evaluation of male behavior and female behavior according to different standards, including tolerance of male
promiscuity and disapproval of female promiscuity; used specifically to refer to holding more conservative, restrictive attitudes toward
female sexuality.

Sexual Selection

Sexual selection is an evolutionary mechanism originally proposed by Darwin to act in parallel to natural
selection and to produce differences between males and females of a species. Essentially, sexual selection
means that different selection pressures act on males and females, and thus males and females become
different. Sexual selection consists of two processes: (1) Members of one gender (usually males) compete
among themselves to gain mating privileges with members of the other gender (usually females), and (2)
members of the other gender (usually females) have preferences for certain members of the first gender
(usually males) and decide which of them they are willing to mate with. In short, males fight and females
choose. Process (1) neatly explains why the males of most species are larger and more aggressive than the
females—aggression is adaptive for males in competition, and they are the product of sexual selection. Sexual
selection explains, for example, why among many species of birds it is the male that has the gorgeous plumage
while the female is drab. Plumage is a way that males compete among themselves, and females are attracted to
the most gorgeous males. Females, on the other hand, in their roles as choosers, need not be gorgeous and
have not been selected to be so. Perhaps they have been selected for wisdom?

Sexual selection: According to Darwin, the processes by which members of one gender (usually males) compete with each other for
mating privileges with members of another gender (usually females), who, in turn, choose to mate only with certain preferred
members of the first gender (males).

Sexual selection, then, is a mechanism that is used to explain differences between males and females of a
species. It is particularly designed to explain the greater size, strength, and aggressiveness of males. Many
more examples exist, but the thrust of the argument is clear: Sociobiologists argue that the social behaviors we
see in animals and humans today evolved because these behaviors were adaptive, and they continue to be
biologically programmed.
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Evolutionary Psychology

Evolutionary psychology is an updated and more elaborate version of sociobiology proposed by psychologist
David Buss and others (Buss, 1995; Buss & Schmitt, 1993; Geary, 2010; Tooby & Cosmides, 1992). The
basic idea is that humans’ complex psychological mechanisms are the result of evolution based on natural
selection. These evolved psychological mechanisms exist because, over thousands of years, they solved
problems of survival or reproduction. For example, according to evolutionary psychology, fear of snakes is
common precisely because it helped people avoid being bitten and poisoned by snakes.

Evolutionary psychology: A theory that humans’ complex psychological mechanisms are the result of evolutionary selection.

Buss proposed sexual strategies theory as a way of articulating the evolved psychological mechanisms that are
related to sexuality and, according to the theory, explain certain psychological gender differences (Buss &
Schmitt, 1993). This theory distinguishes between short-term mating strategies (e.g., hooking up) and long-
term mating strategies (e.g., marriage), and it proposes that women and men had different problems to solve
in short-term as well as long-term mating. Because it is to men’s evolutionary advantage to inseminate as
many women as possible, men put more of their energy into short-term mating. Women, having the greater
parental investment, are more interested in ensuring that their offspring survive and therefore put more of
their energy into long-term mating strategies that will ensure the long-term commitment of a man who will
provide resources for them and their children. Men’s evolutionary problems centered on identifying fertile
women and removing the uncertainty of paternity. Women, in contrast, had to identify men willing to make a
long-term commitment who were also willing and able to provide resources. Thus men have evolved
psychological mechanisms that lead them to prefer as sexual partners women who are in their 20s—even if the
men are in their 60s—because women are at their peak fertility in their 20s. Women have evolved
psychological mechanisms that lead them to prefer long-term mates who possess resources such as wealth, or
qualities such as ambition or a law degree, that should indicate good capacity to provide resources in the
future. Buss (1989) provided data supporting his theory from a study in which he collected data on mate
preferences in 37 distinct cultures around the world and found results generally consistent with his
predictions.

According to this perspective, men are also notoriously jealous about their mates’ sexual infidelity because of
the problem of paternity certainty. In short, if a man is going to provide resources to a female mate and her
baby, he wants to be certain that the baby is his. By contrast, a woman will be more jealous if her male mate
develops an emotional connection to another woman (termed emotional infidelity) because it represents a
threat to the resources she needs for herself and her baby. Evolutionary psychology argues, then, that there are
gender differences in responses to sexual versus emotional infidelity (Buss et al., 1992). However, the data
don’t support this argument: A meta-analysis of 54 studies on this topic found that both men and women
report that sexual infidelity is more distressing than emotional infidelity (Carpenter, 2012).

Feminist Critique of Sociobiology and Evolutionary Psychology
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Feminists have long been skeptical of sociobiology and evolutionary psychology (for feminist critiques, see J.
Bianchi & Strang, 2013; Eagly & Wood, 2011; Fausto-Sterling, 1993; Janson-Smith, 1980; Weisstein, 1982),
and some evolutionary psychologists have been dismissive of feminist approaches (e.g., A. Campbell, 2013).
Many feminists are wary of biological explanations of anything, in large part because biology always seems to
end up being a convenient justification for perpetuating the status quo.

For example, the sociobiologist’s belief is that the greater aggression and dominance of men are a result of
sexual selection and are controlled by genes. Therefore, men are genetically dominant and women are
genetically subordinate, and the subordinate status of women will have to continue because it is genetic. That
kind of logic is a red flag to a feminist, who believes the status quo can be changed. Sociobiologists do not
ignore environmental influences completely, so this nature-nurture controversy has to do with relative
emphasis, in that sociobiologists emphasize biology and feminists emphasize environment. Consider this
passage from an article written by E. O. Wilson (1975a):

In hunter-gatherer societies, men hunt and women stay at home. This strong bias persists in most
agricultural and industrial societies and, on that ground alone, appears to have a genetic origin. No solid
evidence exists as to when the division of labor appeared in man’s ancestors or how resistant to change it
might be during the continuing revolution for women’s rights. My own guess is that the genetic bias is
intense enough to cause a substantial division of labor even in the most free and most egalitarian of future
societies. . . . Thus, even with identical education and equal access to all professions, men are likely to
continue to play a disproportionate role in political life, business and science. (pp. 48–50)

If Wilson’s claim were true, then we would not have witnessed the tremendous social changes that have
occurred in the past century. As we will discuss in Chapters 8 and 9, women’s achievements in some (though
certainly not all) areas of education and work (including political life, business, and science) have matched or
surpassed men’s. In other words, sexual selection doesn’t doom humanity to an eternity of gender inequity.
Clearly, human behavior and culture are very complex.

Feminist scientists have pointed out the sexist bias in sociobiology and evolutionary psychology to ignore or
minimize the significance of the active role of women in evolution (Gowaty, 1997; Hager, 1997; Sokol-Chang
et al., 2013; Vandermassen, 2005). They argue that Darwin’s portrayal of females as passive was inaccurate
and androcentric (Hrdy, 2013). For example, evolutionary psychology has paid relatively little attention to
mothering (a behavior which is pretty important for evolutionary fitness!) and women’s role in the ancestral
diet. By contrast, a considerable amount of attention has been given to rape as an adaptive reproductive
strategy that evolved through natural selection (e.g., Thornhill & Palmer, 2000). Criticisms have also been
raised about the representation of women among evolutionary psychologists (Meredith, 2013).

As another instance of androcentric bias, consider the case of a famous young female macaque (monkey)
named Imo, living with her troop on an island off Japan. Scientists provisioned the troop there with sweet
potatoes. Imo discovered that washing sweet potatoes got the sand off. Her discovery quickly spread among
the other juniors in the troop, who then taught their mothers, who in turn taught their infants. Adult males
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never learned it. Next, scientists flung grains of wheat in the sand to see what the troop would do. Rather than
laboriously picking the wheat out of the sand grain by grain, Imo discovered how to separate the wheat from
the sand in one operation. Again, this spread from Imo’s peers to mothers and infants, and, again, adult males
never learned it. The fact that these Japanese macaques had a rudimentary culture has been widely heralded
(Weisstein, 1982, p. 46).

Had the genders been reversed, with Imo being a male and the females being unable to learn, one can imagine
the attention these facts would have been given by sociobiologists. They would have made much of the genius
of the male and the lack of intelligence of females. As it is, Imo’s gender is not discussed, and the learning
failure of the males is similarly ignored. Sociobiologists, then, seem to ignore or minimize many animal
examples that contradict human stereotypes.

Sociobiologists also rely heavily on data from nonindustrial societies, specifically hunter-gatherer societies that
are supposed to be like those that existed at the dawn of the human species, millions of years ago. Once again,
the emphasis is androcentrically selective. Sociobiologists emphasize “man the hunter” and how he evolved to
be aggressive and have great physical prowess. In discussing this, E. O. Wilson (1978, p. 127) makes much of
how natural selection for these traits is reflected in men’s current superiority in Olympic track events. Later on
the same page, he mentions that women are superior in precision archery and small-bore rifle shooting in the
Olympics, but does not seem to see this as inconsistent with the evolution of only man as the hunter.
“Woman the gatherer” is ignored, although she may have formed the foundation for early human social
organization (Janson-Smith, 1980).

Sociobiology has been criticized for resting on an outmoded version of evolutionary theory that modern
biologists consider naive (Gould, 1987). For example, sociobiology has focused mainly on the individual’s
struggle for survival, whereas modern biologists focus on more complex issues such as the survival of the group
and the species, and the evolution of a successful adaptation between the species and its environment.

Many studies contradicting evolutionary psychology have emerged. As one example, evolutionary psychologist
Devendra Singh (1993) presented evidence that women with a waist-to-hip ratio (WHR) of 0.70 are judged
as most attractive by men, compared with women with greater WHRs. According to sexual strategies theory,
men are constantly nonconsciously assessing the potential fertility of female partners and finding the most
fertile ones to be the most attractive. WHR is an index of body fat distribution, and Singh argued that WHR
is correlated with youth, sex hormone levels, and health. He found that Miss America contest winners and
Playboy centerfolds have WHRs averaging 0.70 and vary little from that mark. This study has been much
publicized, and the magical 0.70 ratio is well known, taking on the status of an academic urban legend. An
independent team of investigators, however, reanalyzed the Playboy and the Miss America data and obtained
three results that contradict Singh’s claims (Freese & Meland, 2002). First, they found that there was actually
considerable variation in the WHRs of Miss America winners, ranging from 0.61 (1963 winner) to 0.78
(1921). Second, the mean WHR for Miss America winners was 0.68, not the magical 0.70. Third, there was a
systematic trend over time in the WHRs of the pageant winners and centerfolds, with the preferred WHR
decreasing from the early to mid-20th century and then increasing after that. Claims that the preferred WHR
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is remarkably constant, supporting the contention that the preference was “hardwired” by evolution thousands
of years ago, clearly are not accurate.

A second independent team noted that the other cultures in which evidence has been found for men’s
preference for a 0.70 WHR have all been exposed, often substantially, to Western media, and specifically to
American beauty icons, thereby contaminating the results (Yu & Shepard, 1998). They studied the indigenous
Matsigenka of Peru, who are isolated and thus have not been exposed to Western media. Men from that
culture ranked as most attractive a female figure that was overweight with a 0.90 WHR, in contradiction to
the claims of evolutionary psychologists. The more general point is that purported cross-cultural tests of
evolutionary psychology are not truly cross-cultural because of globalization and the far reach of American
media.

Space limitations don’t permit us to catalog all of the studies that provide evidence contradicting some of the
claims of evolutionary psychology. Suffice it to say that there are many more (e.g., Dantzker & Eisenman,
2003; Eastwick et al., 2014; Grice & Seely, 2000; C. R. Harris, 2002; W. C. Pedersen et al., 2002; Zentner &
Eagly, 2015).

You may be noticing that, with all this focus on sexual selection and heterosexual mating preferences,
evolutionary psychology seems deeply rooted in heteronormativity and the gender binary. That is, theories
such as sexual strategies theory appear to assume that all people are innately heterosexual and either male or
female. Such theories can thus contribute to the marginalization of individuals outside the gender binary.
Sociobiology and evolutionary psychology have long struggled to explain the diversity of sexual orientations
among humans (e.g., Confer et al., 2010). More recently, social psychologist Charlotte Tate, a lesbian and
openly transgender woman, proposed an intersectional feminist approach to evolutionary psychology that
avoids the assumptions of heteronormativity and the gender binary (e.g., Tate, 2013; Tate & Ledbetter,
2010).

Heteronormativity: The belief that heterosexuality is the norm.

The feminist criticisms, then, are that the evolutionary psychology theories of gender can justify or rationalize
and perpetuate the subordination of women; that their evidence rests on a selective, androcentric citing of the
data, ignoring many contradictions; that they rely on an androcentric and oversimplified view of evolution;
and that they marginalize people outside the gender binary. In addition to these criticisms, evolutionary
psychology has been criticized on the grounds that it is not an empirically falsifiable theory (e.g., Panksepp &
Panksepp, 2000); that is, it is difficult (if not impossible) to imagine a pattern of results that would contradict
evolutionary psychology. A good theory should be falsifiable.

Feminist Evolutionary Psychology and Feminist Sociobiology

Many of these feminist criticisms of evolutionary psychology have been raised by feminist evolutionary
psychologists. Impossible, you say? Remember that feminists are focused on gender equity and equality,
regardless of their field of study. This means there are feminist approaches throughout the sciences, including
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feminist evolutionary psychology, feminist sociobiology, and feminist biology (we’ll return to feminist biology
in Chapter 10).

Frustrated with the inattention to the active role of women in shaping human evolution, feminist evolutionary
psychologists have responded with efforts to make their field higher quality and more equitable. In addition to
providing these insightful critiques, they have conducted high-quality feminist research in sociobiology and
evolutionary psychology. They have also formed the Feminist Evolutionary Psychology Society and
contributed to a hefty volume on women’s role in human evolution titled Evolution’s Empress: Darwinian
Perspectives on the Nature of Women (Fisher et al., 2013).

Feminist evolutionary psychologists argue that there are three core components of a feminist approach within
evolutionary psychology. A direct response to the feminist criticisms discussed earlier, these components are
(1) thinking critically about sex and gender, (2) explicitly recognizing women as active agents in evolutionary
processes, and (3) explicitly recognizing women as active agents in human dynamics, including those related to
sexual selection and competition for mates (Kruger et al., 2013).

An example of feminist sociobiology is the work of primatologist Sarah Blaffer Hrdy (1999, 2009), who has
written several excellent books describing the crucial and complicated role of mothering (by mothers as well as
aunts, grandmothers, sisters, and so on) in evolution. In Mother Nature: Maternal Instincts and How They
Shape the Human Species, Hrdy (1999) assembled the evidence regarding evolutionary forces on mothering
behaviors in humans and other species, while at the same time taking a decidedly feminist approach.
Moreover, she has the biological sophistication and complex knowledge of primate behavior that many
sociobiologists and evolutionary psychologists lack.

Hrdy’s basic argument is that women have evolved to care for their children and ensure their survival, but in
reality these evolved tendencies are miles away from romanticized Victorian notions of all-loving, self-
sacrificing motherhood. Hrdy notes, for example, that female primates of all species combine work and family
—that is, they must be ambitious, successful foragers or their babies will starve. Males are not the only ones
who have status hierarchies; a female chimpanzee’s status within her group has a powerful influence on
whether her offspring survive and what the status of those offspring will be when they reach adulthood. In
contrast to other sociobiologists’ views of females as being highly selective about whom they mate with, Hrdy
notes that female primates of many species will mate promiscuously with males invading their troop, even if
they are already pregnant. Essentially, the females seem to be trying to create some confusion about paternity,
because males happily commit infanticide against infants that are not theirs but generally work to protect
infants they have sired. Under these circumstances the best thing a pregnant female can do for her unborn
infant is to have sex with strangers! Hrdy’s arguments subvert many ideas about traditional gender roles in
humans and whether these roles have an evolutionary basis.

Photo 2.7 Feminist sociobiologist Sarah Blaffer Hrdy studies maternal behaviors among primates, such as
these langurs.
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Social Role Theory

Social psychologists Alice Eagly and Wendy Wood (1999) provided a probing critique of Buss’s sexual
strategies theory from evolutionary psychology and its explanations for psychological gender differences. They
also articulated an alternative, social-structural explanation for Buss’s findings that explains gender differences
as resulting from women’s and men’s different positions in the social structure.

Eagly and Wood’s alternative explanation, social role theory (also called social structural theory), emphasizes
not cross-cultural universals, but rather the variability across cultures in patterns of gender differences.
According to this view, a society’s division of labor by gender (that is, gender roles) drives all other gender
differences in behavior. Psychological gender differences result from individuals’ accommodations or
adaptations to the particular restrictions on or opportunities for their gender in their society. Social role
theorists acknowledge biological differences between male and female bodies, such as differences in size and
strength and the female body’s capacity to bear and nurse children, but emphasize that these physical
differences are important mainly because they are amplified by cultural beliefs. Men’s greater size and strength
have led them to pursue activities such as warfare that in turn gave them greater status, wealth, and power
than women. Once men were in these roles of greater status and power, their behavior became more dominant
and, similarly, women’s behavior accommodated and became more subordinate. The gendered division of
labor, in which women were responsible for home and family, led women to acquire such role-related skills as
cooking and caring for children. In this way, women acquired nurturing behaviors and a facility for
relationships. Men, specializing in paid employment in male-dominated occupations, adapted with assertive
and independent behaviors.

Social role theory: A theory of the origin of psychological gender differences that focuses on the social structure, particularly the
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division of labor between men and women; also called social structural theory.

Eagly and Wood (1999) reanalyzed Buss’s 37-cultures data to test the predictions of social role theory. Their
basic hypothesis was that the greater the gender differences in status in a culture, the greater would be the
psychological gender differences; societies characterized by gender equality would show far less psychological
gender differentiation. Recall from Chapter 1 that the United Nations maintains a database that indexes
gender inequality in countries around the world (described in Focus 1.1). Correlations were high between
societies’ gender inequality and the magnitude of the difference between women and men in a given society on
psychological measures of mate preferences. In other words, in countries where opportunities for men and
women were more equal, men and women were more similar. If mate preferences were determined by
evolution thousands of years ago, they should not vary across cultures and they definitely should not correlate
with a society’s gender equality or lack thereof. These findings provide powerful evidence in support of social
role theory.

Feminist Theories

Many people view the feminist movement as a political group with a particular set of goals, a lobbying group
trying to serve its own ends, as the National Rifle Association does. What is less recognized is that feminism
has a rich, articulated theoretical basis. This viewpoint spans many areas besides psychology and can be
applied to any psychological approach or topic.

Feminist theories were created by no single person. Instead, numerous writers have contributed their ideas,
consistent with the desire of feminists to avoid power hierarchies and not to have a single person become the
sole authority. But it also means that the feminist perspective as we have crystallized it here has been drawn
from many sources. For that reason, we have titled this section “Feminist Theories” rather than “Feminist
Theory.” Some of the central concepts and issues of feminist theories follow.

Gender as Status and Power

Feminists view gender as similar to a class variable in our society. That is, men and women are unequal just as
the lower class, the working class, the middle class, and the upper class are unequal. Men and women are of
unequal status, women having the lower status (Ridgeway & Bourg, 2004).

From the observation of the lesser status of women comes another basic feminist argument: Sexism is
pervasive. Women are discriminated against in diverse ways, from the underrepresentation of women in
Congress to the male-centeredness of psychological theories, from the different pay scales for women and men
to the boss propositioning his secretary. Thus, sexism exists in many spheres: political, academic, economic,
and interpersonal.

A closely related concept is the inequality of power between men and women, with men having greater power
(Brace & Davidson, 2000; Pratto & Walker, 2004). Male dominance is therefore paired with female
subordination. The areas of male power and dominance are diverse and occur at many levels, from institutions
to marital interactions. Most political leaders are men, and men therefore have the power to pass laws that
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have a profound effect on women’s lives. Feminist analysis has extended the power principle to many other

areas, for example, to viewing rape not as a sexual act but as an expression of men’s power over women (e.g.,
Brownmiller, 1975). The concept of power is key to feminist analysis (Enns, 2004).

One saying of the feminist movement has been “the personal is political” (MacKinnon, 1982). Once again,
“political” refers to expressions of power. Feminists have reconceptualized many acts that were traditionally
viewed as personal, as simple interactions between individuals, into acts that are seen as political, or
expressions of power. As examples, Mr. Executive pats the ass of Miss Secretary, or Josh rapes Meghan.
Traditionally, these were thought of as personal, individual acts. They were understood to be the product of
an obnoxious individual such as Mr. Executive, or of a rare, disturbed individual such as Josh, or of the
inappropriately seductive behavior of Miss Secretary or Meghan. The feminist recasts these not as personal
acts, but as political expressions of men’s power over women. The greater status of men gives them a sense of
entitlement to engage in such acts. At the same time, men exert power and control over women when they
engage in these acts.

Theorists believe that there are four basic sources of power when one person or group has power over another
(Pratto & Walker, 2004): (1) the threat of violence or the potential to harm, (2) economic power or control of
resources, (3) the ability of the powerful group to promote ideologies that tell others what they should desire
(e.g., expensive cosmetics to make yourself look beautiful) or disdain (e.g., fat or even slightly overweight
women), and (4) relational power, in which one person in a relationship needs the other more than the
reverse. These sources of power can operate between any two unequal groups, such as Whites and African
Americans in the United States, and you can see how directly they apply to relations between men and
women. We will return to each of these sources of power in later chapters; for example, Chapter 14 is about
violence against women by men.

Intersectionality

Feminists argue that attention to gender alone is not enough. Recall from Chapter 1 that intersectionality
considers the meaning and consequences of multiple categories of identity, difference, and disadvantage
simultaneously. Intersectionality is a concept that emerged and evolved largely within Black feminism and
critical race theory (Else-Quest & Hyde, 2016; May, 2015). Kimberlé Crenshaw (1989, 1991), a legal scholar,
first coined the term intersectionality and described how analyzing only gender or only race would exclude or
ignore the unique experiences of women of color. Black feminists in the 1980s and 1990s described how they
were marginalized by both the civil rights movement (which put Black men at the helm) and the second wave
of the feminist movement (which focused on White women). Black women, they maintained, experienced
“interlocking” systems of oppression (Combahee River Collective, 1982) in which racism and sexism (among
other systems of oppression) worked hand in hand to marginalize and oppress them. While intersectionality
was first used to talk about women of color, it is an important feminist approach throughout the psychology of
women and gender.

Photo 2.8 Legal scholar Kimberlé Crenshaw first coined the term intersectionality.
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Because intersectionality is a critical theory and not a scientific theory that should be held to the standard of
falsifiability, it is best to evaluate intersectional research according to how well it adheres to the essential
elements of intersectionality (Else-Quest & Hyde, 2016). The first element is that intersectional research
focuses on the experience and meaning of simultaneously belonging to multiple intertwined social categories,
such as gender, race/ethnicity, class, and sexual orientation. For example, how are cisgender women’s
experiences of gender identity similar to and different from transgender women’s experiences? Such a question
explores a dimension of diversity within the population of women.

The second element is that researchers must examine how power is connected to belonging in each of those
intersecting categories. For example, what role does social inequality play in the different experiences of
gender identity among cisgender and transgender women? Both groups are oppressed as women, but cisgender
women have privilege relative to transgender women. An important point of intersectionality is that one
intersecting category may confer disadvantage while another may grant privilege.

The third element of intersectional research is that social categories are examined as properties of a person as
well as their social context, so those categories and their significance may change. For example, how does a
transgender woman’s gender identity develop within a particular culture and historical period? Are there times
or situations when the importance of her being transgender is greater, such as when receiving medical care?

The new questions and perspectives that intersectionality inspires are limitless. The point is that social
categories like gender, race/ethnicity, class, and sexual orientation (among others) are highly complex, and
social justice and equality are always the goals of intersectional approaches.

Queer Theory
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The word queer has a, well, queer history. Today, many use the word as an umbrella term for anyone who is
not heterosexual. Yet, long used to mean “strange” or “odd,” queer became a heterosexist slur in the middle of
the 20th century. By the 1990s, however, the word had been reclaimed by feminist theorists within lesbian
and gay studies, such as Michel Foucault (1978), Eve Sedgwick (1990), and Teresa de Lauretis (1991), who
questioned the social construction of gender and sexuality (Halperin, 2003). Queer theory proposed that one’s
gender, gender identity, and sexual orientation are not stable, fixed, biologically based characteristics, but
rather fluid and dynamic aspects of individuals shaped by culture. To be queer was not to be gay or lesbian,
but to reject any boundaries or preconceived norms about gender and sexuality. Thus, queer theory is deeply
rooted in social constructionism and the critique of the gender binary. Queer theorist Judith Butler explained,

Queer theory: A theoretical perspective that one’s gender, gender identity, and sexual orientation are not stable, fixed, biologically
based characteristics, but rather fluid and dynamic aspects of individuals shaped by culture.

My understanding of queer is a term that desires that you don’t have to present an identity card before
entering a meeting. Heterosexuals can join the queer movement. Bisexuals can join the queer movement.
Queer is not being lesbian. Queer is not being gay. It is an argument against lesbian specificity: that if I
am a lesbian I have to desire in a certain way. Or if I am a gay I have to desire in a certain way. Queer is
an argument against certain normativity, what a proper lesbian or gay identity is. (quoted in Michalik,
2001, para. 5)

Queer theory has made important contributions to the psychology of women and gender, particularly with
regard to questioning the stability of gender and sexuality (B. B. Carr et al., 2017). We will revisit queer
theory in greater depth in Chapter 13.

Gender Roles and Socialization

Feminists have highlighted the importance of gender roles and socialization in our culture. American society
has well-defined roles for men and for women. From their earliest years, children are socialized to conform to
these roles. In this regard, the feminist perspective is in close agreement with social learning theory. The
feminist sees these roles as constricting to individuals. Essentially, gender roles tell children that there are
certain things they may not do, whether telling a girl that she cannot be a physicist or a boy that he cannot be
a nurse. Because gender roles limit individual potentials and aspirations, feminists believe that we would be
better off without such roles, or at least that those roles need to be radically revised.

Anthropologists such as Margaret Mead (1935, 1949) have discovered that other cultures have gender roles
considerably different from our own; for example, in some other cultures men are reputed to be the gossips,
and women are thought to be the appropriate ones to carry heavy loads. But despite all the cross-cultural
diversity in gender roles, one universal principle seems to hold: Every known society recognizes and elaborates
gender differences (Rosaldo, 1974), a point that is consistent with feminists’ emphasis on the power and
pervasiveness of gender roles.
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Photo 2.9 Queer theorist Judith Butler. Queer theory has made important contributions to the psychology of
women and gender.

By University of California, Berkeley - CC0.

Beyond this recognition of the universality of gender roles, there is disagreement among feminist
anthropologists. Some have argued that the male role, whatever it is, is always valued more (Mead, 1935;
Rosaldo, 1974). For example, in some parts of New Guinea the women grow sweet potatoes and the men
grow yams, but yams are the prestige food, the food used in important ceremonies. Even in this case where
the labor of women and men is virtually identical, what the male does is valued more. This finding is
consistent with the feminist concept of gender as a status variable. Other anthropologists argue that there are
exceptions to the rule that the male role is always valued more. They point to societies in which there is
gender equality or in which the female role is valued more (Lepowsky, 1993; Sanday, 1988). For example, the
Minangkabau of West Sumatra are proud of being described as a matriarchate (a society in which many
important activities are matri-centered, or female centered, and women are more important than men;
Sanday, 1988). Members of that society say that men are dominant in matters related to traditions and
customs, but that women are dominant in matters related to property. We cannot resolve this debate here,
except to note that patriarchal societies are by far in the majority, and egalitarian or matriarchal societies, if
they exist, constitute a small minority.

External Versus Internal Attributions of Problems

Latoya was raped; Sara is depressed. Traditional psychological analyses focus on the internal nature and causes
of these women’s problems. Latoya might be viewed as having brought on the rape by her seductive behavior.
Sara might be viewed as having personal problems of adjustment. Feminists are critical of analyses that assume
women’s problems are caused by internal or personal factors. Feminists instead view the sources of women’s
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problems as being external. Latoya’s problem is recast as having its roots in a society that condones, indeed
encourages, male aggression. Sara’s problem is recast as having its roots in a society that attaches little value
and recognition to being a housewife and mother. This theme of external factors will recur in Chapter 15 in
the discussion of feminist therapy.

Consciousness Raising

In the late 1960s and early 1970s, as the second-wave feminist movement gained momentum, consciousness-
raising (C-R) groups were popular. Ideally, such groups begin with a few women sharing their personal
feelings and experiences; they then move to a feminist theoretical analysis of these feelings and experiences,
and from this should flow action, whether it involves an individual woman restructuring her relationship with
her partner or a group of women lobbying for a new law to be passed.

A great deal of consciousness raising now occurs on social media. The process of consciousness raising
remains central to feminism and is a common feature of many gender and women’s studies courses. It is a
means for women to reflect on their experiences and understand themselves. It also involves a theoretical
analysis or lens through which to view one’s experiences. Women come to see that what they had perceived as
individual problems are actually common and are rooted in external causes. For example, Lindsay has been
beaten by her husband. In the C-R group, she discovers that three of the other women have also been beaten
by husbands or lovers. In so doing, she comes to recognize two central points: that the personal is political
(the individual beating by her husband is part of a larger pattern of power in society) and that the sources of
her problems are external, rooted in the power structure of society, rather than a result of her own internal
deficiencies. Finally, the C-R group becomes the power base for political action. Lindsay and the three other
women might decide to establish a shelter for people victimized by intimate partner violence.

Diversity of Feminisms

One of the difficulties in writing this section on the feminist perspective is that there are actually several
different kinds of feminism, differing in everything from their theoretical analysis to their model for social
change to their vision of the ideal society. One method of categorization is to conceptualize the major types of
feminism: (a) liberal feminism, (b) cultural feminism, (c) Marxist or socialist feminism, (d) radical feminism,
(e) existentialist and postmodern feminism, (f) women of color feminism, and (g) ecofeminism (Enns &
Sinacore, 2001; Tong, 2014). As discussed in Chapter 1, we can also distinguish between the first-wave,
second-wave, third-wave, and fourth-wave feminist movements. While a diversity of feminist perspectives
exists, all advocate for gender equality.

Liberal feminism holds that women should have opportunities and rights equal to those of men. Basically,
liberal feminists believe in working within the system for reform. The liberal feminist position is exemplified
by organizations such as NOW (National Organization for Women), which is the major group that lobbied
for passage of the Equal Rights Amendment. The notion here is that American society is founded on basically
good ideals, such as justice and freedom for all, but the justice and freedom need to be extended fully to
women. Some would argue that liberal feminism can be credited with many of the educational and legal
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reforms that have improved women’s lives in the United States over the last several decades (Tong, 2014).

Unlike the claims of liberal feminism, which sees men and women as basically alike but in need of equal
rights, cultural feminism (sometimes called care-focused feminism) argues that women have special, unique
qualities that differentiate them from men. The crucial task is to elevate and value those special qualities,
which have been devalued in our patriarchal society. The special qualities include nurturing, connectedness,
and intuition. Carol Gilligan’s theorizing about moral development is a clear example of cultural or care-
focused feminism.

Marxist or socialist feminism argues that the liberal feminist analysis of the problem is superficial and does not
get to the deeper roots of the problem. Marxist feminism views the oppression of women as just one instance
of oppression based on class, oppression that is rooted in capitalism. Marxist feminists, for example, point out
the extent to which the capitalist system benefits from oppressing women in ways such as wage
discrimination. What would happen to the average American corporation if it had to start paying all of its
secretaries as much as plumbers earn? (Both jobs require a high school education and a certain amount of
manual dexterity and specific skills.) The answer is that most corporations would find their economic structure
ruined. Women’s situation will not improve, according to this point of view, without a drastic reform of
American society, including a complete overhaul of the capitalist economic system and the concept of private
property. Marxist and socialist feminists also argue that unpaid domestic work should no longer be “women’s
work” and that men must perform an equal share of such work.

Radical feminists such as Shulamith Firestone (1970), Kate Millett (1969), and Andrea Dworkin (1987) view
liberal feminism as entirely too optimistic about the sources of women’s oppression and the changes needed to
end it. Patriarchal values have saturated society to such an extent that radical change is necessary in everything
from social institutions to patterns of thought. Radical feminists are split between radical-libertarian feminists
—who argue that femininity limits women’s development and instead advocate for androgyny among women
—and radical-cultural feminists—who argue that femininity and feminine values (such as interdependence and
community) are preferable to masculinity and masculine values (such as autonomy and domination) and that
men should strive to be more feminine. Given the difficulty of changing social institutions, radical feminists
sometimes advocate separatist communities in which women can come together to pursue their work free of
men’s oppression.

Existentialist and postmodern feminists have been influenced by the postmodern movement, which questions
rationality and objectivity as methods for getting at truth, whether in the humanities or the sciences.
Postmodern feminism has tended to be less focused on social action; rather, it is an academic movement that
seeks to reform thought and research within colleges and universities. It is particularly concerned with the
issue of epistemology, which is the question of how people—whether laypeople or scientists—know. How do
we know about truth and reality? Traditional science has been based on positivism as its epistemology.
Positivism claims that we can know reality directly through rational, objective scientific methods.
Postmodernism questions that claim and instead advocates social constructionism as an epistemology, a
concept discussed in Chapter 1.

105



Women of color feminism highlights the unique experiences of women of color as members of multiply
marginalized groups and thus promotes a more inclusive and intersectional feminist perspective. Thus, this
type of feminism is often critical of White feminists for focusing on “universal” female experiences such as
reproductive freedom and neglecting the diversity of women’s experiences (Bryant-Davis & Comas-Díaz,
2016; Enns & Sinacore, 2001). We discuss women of color feminism in depth in Chapter 4.

Ecofeminism links women’s oppression to human beings’ domination of nature. Women are often culturally
tied to nature, and ecofeminists point out that patriarchy—which is hierarchical, dualistic, and oppressive—
harms both women and nature (Tong, 2014; Warren, 1987). Ecofeminism has deep roots in the
environmental movement and the work of environmentalists such as Rachel Carson and Aldo Leopold. Thus,
issues such as climate change and sustainable development are understood as intertwined with gender equality
and well-being. While there are multiple strains of ecofeminism, values such as interdependence and
interconnection are central to all of them.

The point here is that not all feminists and not all feminist theories are alike. Instead, there is a wide spectrum
of belief and practice. Most of the academic feminist psychologists who have contributed to the psychology of
women would be classified as liberal feminists or postmodern feminists, but certainly there is a diversity of
feminist approaches within the discipline.

Summary

Feminist theories generally highlight a number of points: (a) As discussed in Chapter 1, knowledge, in
particular our understanding of gender, is socially constructed; (b) gender is a status and power variable, with
men having power over women; (c) gender roles and gender role socialization are powerful forces in any
culture; (d) many of women’s problems are better conceptualized as being caused by external forces than by
internal ones; (e) consciousness raising is an essential process for women to get in touch with themselves; and
(f) according to intersectionality, race/ethnicity, sexual orientation, and class must be considered
simultaneously with gender, as these social categories interact in influencing psychological phenomena.

Evaluation of Feminist Theories

Feminist theories span many disciplines and were not specifically proposed as scientific theories. This means
that some of their propositions are difficult to evaluate scientifically. Yet many theories have been
reformulated with a feminist approach or perspective. The notion of men as a class having power over women
will recur in several studies mentioned later in this book; an example is gender-based violence such as rape (see
Chapter 14). Also, the data on issues of sexuality for women are the focus in several later chapters (10, 11, 12,
and 13). We don’t mean to evade the question of the scientific evidence for feminist theories, but the issues
raised by these theories are so broad that it is best to wait until you have read the rest of this book before
attempting an evaluation.

In Conclusion
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In this chapter we have presented seven major theoretical perspectives: psychoanalytic theory, social learning
theory, cognitive-developmental theory, gender schema theory, sociobiology and evolutionary psychology,
social role theory, and feminist theories. They operate from vastly different underlying assumptions and
provide considerably different views of women and gender. Psychoanalytic theory and the evolutionary
theories both see the nature of women and gender differences as rooted in biology: evolution, genes, and
anatomy. Social learning theory falls at the other end of the nature-nurture continuum, seeing gender
differences and gender roles as products of the social environment. Feminist theories, too, emphasize culture
and society as the creator of gender roles. Cognitive-developmental theory is an interactionist theory,
emphasizing the interaction between the state of the organism (stage of cognitive development) and the
information available from the culture. Social role theory is also an interactionist theory. Gender schema
theory emphasizes the cognitive aspects of gender typing and the interaction between the knowledge
structures in the individual and the incoming information from the environment.

Focus 2.2 Feminist Theory in Psychology: Objectification Theory

Feminist theory has made incredible contributions to modern psychology. As just one example, let’s consider objectification theory.
The feminine body is socially constructed as an object to be looked at, an object of the male gaze and male desire. That is, women
are considered objects, not subjects. When women are objectified, their worth is reduced to the attractiveness of their body parts.
This is plainly evident in the media, where a limited and unattainable standard of women’s physical beauty is portrayed and linked to
women’s value.

Feminist psychologists Barbara Fredrickson and Tomi-Ann Roberts (1997) and Nita McKinley and Janet Hyde (1996) theorized
that, as girls develop in a culture that objectifies women, they learn to view their own bodies as if they were outside observers. This
experience of one’s own body as an object to be viewed and evaluated is termed objectified body consciousness or self-
objectification. Culturally constructed feminine beauty standards are internalized by girls and women so that they come to believe
that these are their own personal standards. Women and girls constantly engage in body surveillance, monitoring their bodies to
make sure that they conform to these standards. Of course, because standards are so unrealistic and unattainable, most girls and
women will feel shame for not measuring up. Girls and women come to believe that they can control their appearance and, given
enough effort, can achieve cultural standards of beauty and the perfect body. This can lead girls and women to diet excessively in
order to force their unruly bodies to match a cultural ideal that is, in fact, unrealistic. Taken to the extreme, the results are eating
disorders, anxiety, and depression.

Objectified body consciousness: The experience of one’s own body as an object to be viewed and evaluated; includes
components of surveillance, body shame, and control beliefs.

Self-objectification: Perceiving and valuing oneself as an object to be viewed and evaluated.

Objectification theory has stimulated a great deal of research documenting its existence and effects. For example, objectified body
consciousness and self-objectification impair cognitive performance. In one study, researchers randomly assigned women to wear
either a bathing suit or a sweater and then gave the women a math test. Women in the bathing suit condition performed
significantly worse on the math test! Links to negative affect, depression, eating disorders, and reduced sexual pleasure have also been
established. In short, experiencing your own body as an object leads to some very negative psychological outcomes.

Objectification affects observers, too. More recent empirical evidence indicates that, when observers focus on women’s physical
appearance, they attribute less competence, warmth, and morality to those women. And when women’s physical appearance is
emphasized and scrutinized, women’s faces and bodies are actually visually processed as objects. But the same is not true for men.
That is, women are literally objectified by observers.

Objectification theory gives insight into the psychological dynamics that underlie girls’ and women’s internalization of cultural
messages about their bodies. In doing so, it provides a sociocultural explanation for their internal experiences—in short, the personal
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is political.

Sources: American Psychological Association (2007b); Fredrickson & Roberts (1997); Heflick & Goldenberg (2014); McKinley &
Hyde (1996); Szymanski et al. (2011).

With regard to scientific evidence for the various theories, certainly there are far more studies supporting
social learning theory, gender schema theory, and cognitive-developmental theory than there are supporting
psychoanalytic theory. The evidence concerning the tenets of evolutionary psychology is mixed.

Experience the Research: Gender Schema Theory

Ask six friends to participate, individually, in a memory study that you are conducting. Collect the data in a quiet place that is free
from distractions. Then give the following set of instructions to the person:

I am going to read to you a list of 12 words. As soon as I finish, I would like you to recall the words for me, in any order. I want
to see how many words you remember.

Then read the following words out loud, in exactly this order:

gorilla (M) stepping (N) ant (N)

Michael (M) butterfly (F) Mary (F)

blushing (F) trousers (M) bull (M)

hurling (M) bikini (F) dress (F)

Read the words slowly and clearly, with about one second between each. Write the words down as your friend recalls them, in
exactly the order they are recalled. If the person responds quickly, you may need to abbreviate the words.

Does the pattern of results for your friends look like those that Sandra Bem obtained for her research on gender schemas? That is,
did people cluster the words into groups on the basis of gender associations (butterfly and dress close together, trousers and bull close
together) or on the basis of other categories (trousers and dress together, butterfly and bull together)?

Chapter Summary

There are diverse theoretical perspectives from which we can study the psychology of women and gender. Each has strengths and
weaknesses to consider. Psychoanalytic theory was first formulated by Freud, who theorized that gender differences in the
development of the superego stem from girls’ incomplete resolution of the Electra complex. Theorists such as Horney and
Chodorow offered feminist approaches to psychoanalytic theory.

Bandura’s social learning theory emphasizes the roles of reinforcement, punishment, observational learning, and imitation in the
process of gender typing. Bandura’s reformulation of this theory incorporated cognitive processes such as attention, self-regulation,
and self-efficacy.

Cognitive-developmental theory emphasizes the development of gender constancy—the understanding that gender is a stable and
consistent part of oneself—in gender typing. Bem’s gender schema theory proposes that children develop gender schemas—a set of
gender-linked associations that filter and interpret incoming information—which are essential to gender typing.

Sociobiology and evolutionary psychology apply Darwin’s theory of evolution by natural selection to social behaviors. These theories
emphasize parental investment and sexual selection in the development of gender differences.

Social role theory, proposed by Eagly and Wood, emphasizes not cross-cultural universals, but rather the variability across cultures in
patterns of gender differences. This perspective proposes that a society’s division of labor by gender fosters the development of
psychological gender differences.
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A diversity of feminist theories exists, but they share common themes and the goal of gender equality. Feminist theories emphasize
men’s power over women and the ways that other social categories, such as social class, race, and sexual orientation, intersect with
gender. Gender and sexuality are understood as socially constructed, as in queer theory.

Suggestions for Further Reading

Fisher, Maryanne L., Garcia, Justin R., & Sokol Chang, Rosemarie. (2013). Evolution’s empress: Darwinian perspectives on the nature
of women. New York, NY: Oxford University Press. An excellent volume rich with feminist evolutionary psychology and
sociobiology.

Tong, Rosemarie P. (2014). Feminist thought: A more comprehensive introduction (4th ed.). Boulder, CO: Westview Press. This book
is a must-read for those interested in learning more about the diversity of feminist theories.
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Chapter 3 Gender Stereotypes and Gender Differences

Outline

1. Gender Stereotypes
a. Stereotypes About Men and Women
b. Intersectionality and Gender Stereotypes
c. Stereotype Threat
d. Stereotypes About Trans Individuals

2. Meta-Analysis
3. Psychological Gender Differences

a. Aggressive Behavior
b. Impulsivity
c. Activity
d. Self-Esteem
e. Helping Behavior

Focus 3.1: Who Is More Narcissistic: Men or Women?
f. Anxiety

4. The Gender Similarities Hypothesis
5. Androgyny

a. Psychologists’ Traditional Views of Masculinity–Femininity
b. The Concept of Androgyny
c. Measuring Androgyny
d. Criticisms of Androgyny
e. Androgyny and Transgender

Experience the Research: How Accurate Are People’s Beliefs About Gender Differences?
6. Chapter Summary
7. Suggestions for Further Reading

“Man should be trained for war and woman for the recreation of the warrior.”

Nietzsche, Thus Spoke Zarathustra (1883)

Some people believe that this is the postfeminist era, that gender stereotypes have vanished, and that women
(and men) can be anything they want to be. But then why are people so offended by a man who behaves in a
feminine manner? Why are some people so upset by transgender and genderqueer folks, to the point that they
pass legislation about which bathrooms they can use? Gender stereotypes and gender roles are still in force in
contemporary culture, and violations of those roles and stereotypes seem very serious to some people.
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Gender Stereotypes

Stereotypes About Men and Women

Gender stereotypes are simply a set of shared cultural beliefs about men’s and women’s behavior, appearance,
interests, personality, and so on. Research shows that even in modern American society, and even among
college students, there is a belief that men and women do differ psychologically in many ways. A list of these
gender-stereotyped traits is given in Table 3.1.

Gender stereotypes: A set of shared cultural beliefs about men’s and women’s behavior, appearance, interests, personality, and so on.

How do researchers collect evidence of these stereotypes? In the study whose results are shown in Table 3.1,
the researchers recruited a sample of undergraduates who were ethnically diverse (Ghavami & Peplau, 2013).
Participants read instructions that said,

We are all aware of cultural stereotypes of social groups. These may be ideas that you learned from movies,
saw in magazines. . . . For example, people often perceive models as beautiful, tall, but dumb. Note that
these characteristics may or may not reflect your own personal beliefs about these groups. In the space
below, list at least 10 characteristics that are part of the current cultural stereotypes of [the target group]
as a group rather than a specific individual you may know. Please note that we are not asking for your
personal beliefs, but rather those held by people in general.

Respondents received different groups for the target group, for example, women, Asian Americans, or Black
women. It turns out that, if you ask the question this way, people will give you the stereotypes. Not every
participant uses the same words to describe a quality, so the research team then groups synonyms together to
come up with the lists. For example, one person might say wealthy and another might say rich. Those would
be clustered together.
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Source: Data from Ghavami & Peplau (2013).

As shown in Table 3.1, women are believed to be emotional, caring, and talkative, stereotypes that have been
around for decades. The same is true of the stereotypes of men as strong, intelligent, and leaders. Gender
stereotypes have changed little from the early 1980s (Haines et al., 2016).

Although these gender stereotypes persist in modern American culture, the evidence indicates that attitudes
about gender roles have changed considerably over the last 30 or more years. Some data on this point are
shown in Table 3.2. For example, the attitude that the man should be the achiever outside the home and the
woman should tend to the home and family went from 66% in 1977 to 32% in 2012 (Smith et al., 2012).

The data seem to present a paradox. Table 3.1 shows evidence of continuing old-fashioned gender
stereotypes, whereas Table 3.2 shows that gender-related attitudes have changed considerably. How can that
be? The answer is that both findings are actually compatible. Americans are deeply committed to the
principles of equality and justice, and when feminists posed the issue of women’s rights within that
framework, many people were persuaded and changed their attitudes in the equal rights direction shown in
Table 3.2. Yet gender stereotypes are powerful and seem harmless, and people privately believe that women
are emotional and submissive and men are intelligent and leaders. Sarah is a woman, so she is emotional and
submissive, and she has every right to run for president.

Why do people stereotype others? Social psychologists have uncovered two basic goals: comprehension and
self-enhancement (Kunda & Spencer, 2003). As for the comprehension goal, when we meet a new person, we
tend to fill in a lot of assumed information about that person so that we can understand them until we have
more actual information. For example, breadwinner is a key aspect of the male role. When we meet a man, we
are likely to invoke that stereotype and ask an opening question such as “What kind of work do you do?” Our
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first question is not “Are you a househusband?” When people stereotype for comprehension purposes, the
stereotypes can be positive or negative. They are just trying to understand more about the person than they
actually know. Of course, they may make errors in the process. We might actually be talking to a
househusband, and he is offended by our assumption that he holds a job outside the home.

Source: Data from Smith et al. (2012).

In contrast, when we stereotype for self-enhancement purposes, the stereotypes tend to be negative. We make
ourselves feel better by denigrating another group. For example, if we say (or think), “Teenagers are so
irresponsible,” by implication we, as adults, are highly responsible.

In contrast to the conscious stereotypes shown in Table 3.1, implicit stereotypes are learned, automatic
associations between social categories (e.g., women) and other attributes (e.g., nurse but not mathematician or
scientist; Rudman & Glick, 2008). These stereotypes are not necessarily conscious. The method used to
measure these implicit stereotypes is the Implicit Association Test (IAT), which measures an individual’s
relative strength of association between different pairs of concepts (Nosek et al., 2005). The key to measuring
these associations is reaction time, which is measured on a computer in milliseconds. We react quickly to two
concepts that we associate strongly and more slowly to two concepts that we do not associate strongly. One of
the advantages of this measure is that people can’t fake their reaction times. For example, they cannot hide
their socially unacceptable stereotyped ideas. (If you want to try the IAT yourself, you can do it online at
www.implicit.harvard.edu.)

Implicit stereotypes: Learned, automatic associations between social categories (e.g., female) and other attributes (e.g., nurse but not
mathematician).

In one important experiment, Mahzarin Banaji and her colleagues measured the association between gender
and math (Nosek et al., 2002). In the practice phase, participants placed one finger on the left key of a keypad
and another finger on the right key. They were instructed to press the left key if the word they saw on the
screen in front of them was in the category math (e.g., algebra, equation) or if it was in the category pleasant
(e.g., peace, love). They were to press the right key for topics in the arts (e.g., drama, poetry) or words that
were unpleasant (e.g., hatred). After following this pattern for many trials, the instructions changed and they
had to press the left key for math words and unpleasant words, and the right key for arts and pleasant words.
All of this was practice for the real task. In the first phase of it, participants pressed the left key if the words
were in the math category or the male category (e.g., male, boy) and the right key if the words were in the arts
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category or the female category (e.g., female, girls). Then in the second phase the pairings were reversed, so
participants pressed the left key for the math category and the female category and the right key for the arts
category and the male category. Implicit stereotyping is indicated if people respond faster to the male and
math pairing than they do to the female and math pairing, and that is exactly what participants do! That is,
people have an implicit association between math and male but not female.

In a similar study, researchers demonstrated an implicit association between science and male but not female
(Carli et al., 2016). We will return to this finding in Chapter 8, when we consider why women are
underrepresented in the STEM (science, technology, engineering, and mathematics) fields.

In an ambitious study, the researchers collected data on the implicit association between male and science for
people from 34 nations around the world, using an online version of the IAT (Nosek et al., 2009). Implicit
stereotyping is stronger in some nations than in others. The researchers also tapped international data on the
gender gap in the science knowledge of eighth graders in these countries, using an approach similar to the one
used by Eagly and Wood (1999; see the “Social Role Theory” section in Chapter 2). They found that the
correlation, across nations, between implicit stereotyping of science as male and the gender gap in science
performance was an amazing r = 0.60! That means that, to the extent that people in a country stereotype boys
and men as better at science, boys in that country perform better than girls do on standardized science tests.
The researchers believe that implicit stereotypes and the gender gap in science performance contribute to a
vicious cycle. Implicit stereotypes held by adults and youth in a country discourage girls from studying science.
And then, when girls do not do well in science (because they have studied it less), that strengthens the implicit
stereotypes.

Intersectionality and Gender Stereotypes

As explained in earlier chapters, one of the essential principles of feminist theory is intersectionality. Here we
will examine the intersection of gender and ethnicity when it comes to gender stereotypes. An intersectional
approach tells us that gender stereotypes may not be the same in different ethnic groups.

Table 3.3 shows stereotypes about women and men from different ethnic groups in the United States
(Ghavami & Peplau, 2013). Consistent with an intersectionality hypothesis, the gender-ethnic stereotypes
contain distinct elements that do not represent adding gender stereotypes to ethnic stereotypes, or ethnic
stereotypes to gender stereotypes. For example, Black women are stereotyped as athletic, but that stereotype is
not found for Middle Eastern women, Latinx women, White women, or Asian American women. Latinx
men are described as arrogant, as are White men and White women, but none of the other gender-ethnic
groups. Essentially, then, within an ethnic group, men and women have some stereotyped traits in common,
but also some that differ. For example, both Latinx men and Latinx women are described as hardworking, but
Latinx men are described as arrogant whereas Latinx women are not. White women and Asian American
women are stereotyped as intelligent, but women from the other ethnic groups are not. Given this
intersectional analysis, it is difficult to talk simply about gender stereotypes in the United States, because those
stereotypes are so specific to particular ethnic groups. Given the dominance of Whites in American society,
what we have traditionally thought of as gender stereotypes are probably stereotypes about White men and
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women.

Stereotype Threat

Stereotypes are more than just abstract ideas. They can really hurt. Psychologist Claude Steele discovered a
phenomenon he calls stereotype threat, and it documents the kind of subtle damage that stereotypes can
inflict (Steele, 1997; Steele & Aronson, 1995). Stereotype threat can be defined as a situation in which there
is a negative stereotype about a person’s group, and the person is concerned about being judged or treated
negatively on the basis of that stereotype (Spencer et al., 2016).

Stereotype threat: A situation in which there is a negative stereotype about a person’s group, and the person is concerned about being
judged or treated negatively on the basis of that stereotype.

Steele’s original work concerned ethnic stereotypes—specifically, the stereotype that African Americans are
intellectually inferior. In one experiment, he administered a test of verbal intelligence to Black and White
college students, all of whom were highly talented Stanford students. Half of each group were told that the
test was diagnostic of intelligence and half were told it was not diagnostic of intelligence. The Black students
who were told that the test measured intelligence performed worse than the Black students who were told it
didn’t, whereas White students’ performance was unaffected by the instructions they received. The effect for
the Black students demonstrates stereotype threat.

Other researchers then quickly moved to test whether stereotype threat applies to gender stereotypes—in
particular, the stereotype that women are bad at math (Brown & Josephs, 1999; Quinn & Spencer, 2001;
Schmader & Johns, 2003; Walsh et al., 1999). In one experiment, male and female college students with
equivalent math backgrounds were tested (Spencer et al., 1999). Half were told that the math test had shown
gender differences in the past and half were told that the test had been shown to be gender fair—that men
and women had performed equally on it. Among those who believed that the test was gender fair, there were
no gender differences in performance, but among those who believed it showed gender differences, women
underperformed compared with men. Stereotypes about women and math hurt women’s performance. In
another experiment by the same researchers, women performed worse on the math test even when there was
no mention of gender differences. The stereotype about women and mathematics is so much a part of the
culture, it did not even have to be primed by the experimenters. The stereotype is simply there for women any
time they encounter difficult mathematics problems.
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Source: Data from Ghavami & Peplau (2013).

Meta-analyses show that the size of the stereotype threat effect on women’s math performance ranges
between d = 0.17 and d = 0.36 (Spencer et al., 2016). The size of the stereotype threat effect for African
Americans and Latinx on intellectual tests is somewhat larger, around d = 0.50 (Spencer et al., 2016).

What about the intersection of gender and ethnicity in stereotype threat? The case of Asian American women
and mathematics is particularly interesting. As women, they are stereotyped as being bad at math, but as
Asian Americans they are stereotyped as being good at math. Research shows that when Asian American
women’s ethnic identity is primed (highlighted), they perform better on math problems, and when their
gender identity is primed, they perform worse, compared with a control group that has had neither identity
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primed (Shih et al., 1999).

Latinx women face a different set of challenges than Asian American women, because both their gender and
their ethnic group are stereotyped as weak in math. In one experiment, Latinx men and women and White
men and women were randomly assigned to either a stereotype threat condition (they were told that the math
test they were about to take was diagnostic of their “actual abilities and limitations”) or a no-threat condition
(no reference to their ability was made; Gonzales et al., 2002). They then completed a difficult math test. The
results are shown in Figure 3.1. Notice that the performance of Latinx men is hurt somewhat under the
stereotype threat (diagnostic) condition, but the performance of Latinx women is hurt more. Being the object
of two negative stereotypes seems to hurt their performance twice as much. Notice also that stereotype threat
actually helps the performance of White men, something that has been found in numerous studies and has
been termed “stereotype lift” (Walton & Cohen, 2003).

Figure 3.1 Results of a study measuring the performance of Latinx and White women and men on a difficult
math test under stereotype threat and no-threat conditions.

Source: Gonzales et al. (2002).

What are the psychological processes that underlie stereotype threat effects? Two processes have been
documented, and they may be in play for different individuals in different situations (Spencer et al., 2016).

1. Underperformance due to extra pressure to succeed: People in a stereotype threat situation are usually
motivated to disconfirm the negative stereotype about their group. This leads to extra pressure to
perform well, a pressure not experienced by others. This kind of pressure leads people to exert more
effort, and sometimes that helps their performance (e.g., on easy tasks), but in other cases (e.g., difficult
tasks) the pressure becomes highly stressful and hurts performance. The pressure can also deplete
working memory capacity, which is needed for difficult intellectual tasks.

2. Underperformance due to threats to self-integrity and belonging: Stereotype threat can threaten people’s
sense of self-worth. To protect themselves, people may engage in various kinds of self-handicapping,
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such as setting lower goals for themselves so that they don’t fail, which only makes them reach lesser
goals. Stereotype threat can also reduce a person’s sense of belonging, reducing their motivation and
perhaps leading them to withdraw from the situation.

Can anything be done to counteract stereotype threat? Researchers have devised and tested a number of
interventions designed to reduce stereotype-threat effects (Spencer et al., 2016). One intervention strategy
involves guiding people to reconstrue (think differently about) a threatening situation as less threatening. For
example, people may be taught to think differently about their anxiety. People can also be given coping
strategies to deal with threatening situations and to maintain their self-integrity. For example, in one
classroom study, a self-affirmation exercise with middle-schoolers closed the race gap in school performance
by 40% (Cohen et al., 2006). These techniques need to be deployed widely in our schools.

Stereotypes About Trans Individuals

Gender stereotype research rests on the gender binary and tells us about stereotypes about women and
stereotypes about men. There is little or no research on stereotypes about trans individuals, but we can glean
some ideas from related research.

In one study, transgender individuals were asked whether they had had experiences of prejudice,
discrimination, and stereotypes related to being transgender (Mizock & Hopwood, 2016). One stereotype is
that trans individuals are gay or lesbian; that is, some people conflate sexual orientation and gender identity.
Such people may not even be aware of gender diversity, and they react to a trans individual with anti-gay
prejudice. In addition, gender-binary privilege and stereotypes can be highly salient for transgender
individuals. For example, a trans woman has grown up enjoying male privilege but, after transitioning, loses
that privilege in ways that may be quite disconcerting. As one participant in the study said,

The second they feminize their appearance, they’ve lost their true male privilege, but they haven’t lost
their voice. Women are so accustomed to being repressed, that these bold [trans] women who still retain
their voice seem male to them. And that’s not male [to be outspoken], it’s them sticking up for
themselves. (quoted in Mizock & Hopwood, 2016, p. 99)

Other research has shown that trans individuals are stereotyped as mentally ill (Reed et al., 2015), much as
gays and lesbians were a few decades ago. Importantly, much of the prejudice against trans people seems to
result from their violation of traditional gender role stereotypes. For example, on the Genderism and
Transphobia Scale, one item is “I have behaved violently towards a woman because she was too masculine,”
and another is “I have teased a man because of his feminine appearance or behavior” (Hill & Willoughby,
2005). Thus cisgenderism—prejudice against people who are outside the gender binary—is deeply rooted in
resentment toward those who violate gender role stereotypes.

Psychologists have begun to design interventions to reduce prejudice toward transgender people. In one case,
researchers designed an intervention aimed at humanizing and perspective taking (Tompkins et al., 2015).
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Participants (college students) in the intervention condition viewed a video about Jazz, a transgender child, to
humanize trans children for the participants. They then completed a writing assignment designed to promote
perspective taking, in which they imagined that they were transgender and wrote a letter coming out to their
parents as transgender. Participants in the control condition were presented with DSM criteria for gender
dysphoria and heard a videotaped lecture by an expert. The intervention was successful at reducing trans
prejudice. This study is a good first step along the way to developing successful interventions that could be
used, for example, with all students entering college.

Meta-Analysis

At this point, studies of psychological gender differences number in the thousands. These studies are all based
on the assumption of a gender binary—that is, that there are only two genders, female and male. Later in the
chapter, we will consider how trans individuals might fit into this research in the future.

With these thousands of studies, we should have a thorough understanding of which behaviors show gender
differences and which do not. Unfortunately, things are a bit more complicated than that. Often the results of
different studies contradict each other. For example, some studies of gender differences in infants’ activity
levels find that boys are more active, whereas others find no gender difference. In such cases, what should we
conclude?

Another problem is that sometimes a single study that finds a gender difference will be picked up by the
media and included in textbooks, and the five other studies of the same behavior that found no gender
difference will be ignored. It seems likely that this occurs particularly when a finding of gender differences
confirms the stereotypes held by the scientists and the general public. Moreover, scientists and the general
public are fascinated by findings of gender differences; they tend to find results indicating gender similarities
to be, well, boring.

Meta-analysis is a technique that allows researchers to bring order out of this seeming chaos of sometimes
contradictory studies (Lipsey & Wilson, 2001). Meta-analysis is a statistical method that allows the researcher
to statistically combine the results from all previous studies of the question of interest to determine what,
taken together, the studies say. In conducting a meta-analysis, the researcher goes through three steps:

Meta-analysis: A statistical technique that allows a researcher to combine the results of multiple research studies on a particular
question.

1. The researcher locates all previous studies on the question being investigated (e.g., gender differences in
aggression). This step is typically done using computerized searches of databases such as PsycINFO or
Web of Science.

2. For each study, the researcher computes a statistic that measures how big the difference between male
participants and female participants was and what the direction of the difference was (male participants
scoring higher or female participants scoring higher). This statistic is called d. The formula for it is 
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where MM is the mean or average score for male participants, MF is the mean score for female

participants, and s is the average standard deviation of the male scores and the female scores. If you’ve
studied statistics, you know what a standard deviation is. For those of you who haven’t, the standard
deviation is a measure of how much variability there is in a set of scores. For example, if the average
score for people on test Q is 20 and all the scores fall between 19 and 21, then there is little variability
and the standard deviation would be small. If, on the other hand, the average score for people is 20 and
scores range from 0 to 40, then there is great variability and the standard deviation will be large. The d
statistic, then, tells us, for a particular study, how big the difference between the male and female means
was, relative to the variability in scores. If d is a positive value, then male participants scored higher; if d
is negative, female participants scored higher; and if d is zero, there is no difference.

3. The researcher averages all the d values over all the studies that were located. When all studies are
combined, this average d value tells what the direction of the gender difference is (whether male
participants score higher or female participants score higher) and how large the difference is.

Although there is some disagreement among experts, a general guide is that a d of 0.20 is a small difference, a
d of 0.50 is a moderate difference, and a d of 0.80 is a large difference (Cohen, 1969).

Numerous meta-analyses of gender differences are now available, most of them based on large numbers of
studies. They are a much more reliable source than a single study. Meta-analyses, whenever available, will
form the basis for the conclusions presented in this chapter and throughout this textbook.

It is also worth noting that meta-analysis can be used for synthesizing not just research on gender differences,
but any research that uses a two-group design. For example, is cognitive-behavioral therapy effective,
compared with a control group? How big is the effect?

Psychological Gender Differences

In this section, we will consider some of the scientific research on gender differences, focusing on aggressive
behavior, impulsivity, activity, self-esteem, helping behavior, and anxiety. Discussions of other gender
differences are found across the rest of the chapters in this book.

Aggressive Behavior

One of the most consistently documented psychological gender differences is in aggressive behavior, with boys
and men being more aggressive than girls and women. Psychologists generally define aggression as behavior
intended to harm another person. This gender difference holds up for many different kinds of aggression,
especially physical aggression (Archer, 2004).

Aggression: Behavior intended to harm another person.
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Developmentally, this gender difference appears about as early as children begin playing with each other,
around the age of 2 (Alink et al., 2006; Baillargeon et al., 2007). The difference continues consistently
throughout the school years. Of course, as people get older they become less aggressive, at least in the sense of
physical aggression. It is rare to see adults rolling around on the floor as they punch each other, compared
with the frequency with which that occurs on an elementary school playground. Less information is available
on gender differences in adult aggression, but we do know that the great majority of crimes of violence are
committed by men (although female crime is on the increase).

According to a meta-analysis, d = 0.55 for physical aggression, which is a moderate difference (Archer, 2004).
For verbal aggression, d = 0.09, or close to no difference.

Recently there has been much publicity about “mean girls.” The idea is that girls do not express their
aggression physically the way boys do, but rather are mean to each other, spreading degrading rumors or
excluding someone from a social group. Psychologists call this type of aggression indirect aggression or
relational aggression (Crick & Grotpeter, 1995; Werner & Crick, 2004). Are girls really the mean ones, the
relationally aggressive ones? Meta-analysis shows that the gender differences are not as large or as consistent
as one would expect from the publicity. Girls scored higher, but the gender difference was small, whether
assessed by peer ratings (d = –0.19, notice that the negative sign means that girls scored higher) or teacher
reports (d = –0.13; Archer, 2004). Boys are nearly as mean as girls are.

Relational aggression: Behavior intended to hurt others by damaging their peer relationships. Also termed indirect aggression.

What causes the gender difference in aggression? Researchers debate between nature and nurture. The nature
team attributes gender differences in physical aggressiveness to the greater size and muscle mass of male
bodies and/or differences in the levels of the hormone testosterone. These factors will be discussed in detail in
Chapter 10.

Photo 3.1 Gender differences in aggressiveness appear early.

©iStockphoto.com/bowdenimages.

On the nurture side, a number of environmental forces might produce the observed gender difference. First,
aggressiveness is a key part of the male role in our society, whereas aggressiveness is a violation of the female
role. Following the logic of cognitive-developmental theory, as soon as children become aware of gender roles,
girls realize that they are not supposed to be aggressive and boys know that they should be. As explained in
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Chapter 2, this reasoning does not work very well in explaining how gender differences develop so early, but it
may be helpful in explaining gender differences among older children. Second, children imitate same-gender
adults more than other-gender adults, and they see far more aggression in men than in women, particularly on
TV and in the movies. In short, boys imitate men, who are aggressive, and girls imitate women, who are
unaggressive. Third, boys receive more rewards for aggression and less punishment for it than girls do. These
reinforcements and punishments might be in a physical form, such as spanking, or in a verbal form, such as
comments from adults like “Boys will be boys” in response to a boy’s aggression. Boys may also be rewarded in
the form of status or respect from their peers for being aggressive, whereas girls receive no such reward from
their peers and may even find that other girls don’t want to play with them if they are aggressive. Research
actually indicates that boys are punished more for aggression than girls are by both parents and teachers, thus
posing a problem for this explanation. Yet psychologists believe that some kinds of punishments for
aggression may actually increase a child’s aggression rather than decrease it. Therefore, the punishments that
boys receive may make them more aggressive.

One interesting experiment tested the first hypothesis stated above, that gender roles are a powerful force
creating gender differences in aggression (Lightdale & Prentice, 1994). The researchers used the technique of
deindividuation to produce a situation that removed the influences of gender roles. Deindividuation refers to
a state in which the person has lost their individual identity; that is, the person has become anonymous. Under
such conditions people feel no obligation to conform to social norms such as gender roles; deindividuation
essentially places the individual in a situation free of gender roles. Half the participants were placed in an
individuated condition (the opposite of deindividuation), by having them sit close to the experimenter,
identify themselves by name, wear large name tags, and answer personal questions. Deindividuated
participants sat far from the experimenter and were simply told to wait quietly. All participants were also told
that the experiment required information from only half the participants, whose behavior would be
monitored, and that the other half would remain anonymous. Next, the participants played a video game in
which they first defended and then attacked by dropping bombs. The number of bombs dropped was the
measure of aggressive behavior.

Deindividuation: A state in which a person has become anonymous and has therefore lost their individual identity—and therefore
the pressure to conform to gender roles.

The results indicated that, in the individuated condition, men dropped significantly more bombs (31.1, on
average) than women did (26.8, on average). In the deindividuated condition—that is, in the absence of
gender roles—there were no significant gender differences. In short, the significant gender differences in
aggression disappeared when the influences of gender roles were removed.

Impulsivity

Stereotypes hold that men are impulsive risk takers and that women are less so. Impulsivity refers to the
tendency to act spontaneously and without careful thought (Cross et al., 2011). There are actually multiple
aspects of impulsivity: reward sensitivity (being especially likely to do something because it will feel good right
now), sensation seeking, risk taking, and impulse control (the opposite of impulsivity, i.e., being able to
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control one’s actions).

A meta-analysis found that men did indeed score higher than women on risk taking (d = 0.38) and sensation
seeking (d = 0.22). There were no gender differences in reward sensitivity or impulse control, though.

Men’s greater tendency toward risk taking has negative implications for their health and life expectancy. (We
will discuss this point in more detail in Chapter 16.) Yet there are also times in life when one has to take some
calculated risks to achieve more—for example, taking the risk to start one’s own business or taking the risk to
apply to a high-status graduate program. Women may be disadvantaged in situations like this if they are less
willing to take the leap.

Activity

Psychologists have debated whether gender differences in activity level exist. Certainly, if you ask the average
parent or teacher, they will tell you that boys are more active, and most child psychology textbooks share this
view.

A meta-analysis found that d was approximately 0.50—that is, that there is a moderate gender difference,
with boys and men having the higher activity level (Eaton & Enns, 1986). Among infants, d = 0.29; it was
0.44 for preschoolers and 0.64 for older children and young adults. Thus a small difference is present from
infancy, and the difference gets larger with age, at least among children. This meta-analysis was based on
samples of children from the general population. In samples of hyperactive children, about 80% to 90% are
boys (Biederman et al., 2002).

What causes this gender difference, and why does it get larger from infancy to childhood? One possibility is
that the small difference in infancy is magnified by social interactions, especially when boys increasingly play
actively with other boys and not with girls, something called the gender segregation effect (discussed in
Chapter 7). Essentially, boys egg each other on to more and more active play. Another possibility has to do
with the developmental precocity of girls. Girls are somewhat ahead of boys in development, including brain
development. As children grow older, they learn to control their activity more. It might be, then, that the
lower activity level of girls actually represents a greater ability to control activity because of their being
somewhat more mature than boys.

Self-Esteem

Popular best sellers like Mary Pipher’s (1994) Reviving Ophelia have spread the word that girls have major
self-esteem problems beginning in early adolescence—and, by implication, that boys do not. Again, we have a
meta-analysis available to speak to this issue (Kling et al., 1999; see also Major et al., 1999).

Self-esteem: The level of global positive regard that one has for oneself.

Averaged across all samples, the average effect size was d = 0.21. Male participants scored higher, on average,
but the difference was small—certainly not the large gender gap that one would expect from the popular press.
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Pipher and others have also argued that the pattern of gender differences changes developmentally with age.
Elementary school girls may have self-esteem equal to that of boys, but the problems begin in early
adolescence. To test this hypothesis, effect sizes were computed by age-group in the meta-analysis. The
results showed that, for elementary school children (ages 7 to 10), d = 0.16; for middle school children (ages
11 to 14), d = 0.23; and for high schoolers, d = 0.33. That is, in early adolescence the gender difference is still
small, and it grows larger in high school. Interestingly, for adults between the ages of 23 and 59, d = 0.10, and
for those who are 60 and over, d = 0.03. In other words, the gender difference is close to zero in adulthood.

What about the intersection of gender and ethnicity? Is this gender difference found in all U.S. ethnic groups?
For White samples the effect size was 0.20, whereas for Black samples it was –0.04. (For other ethnic groups,
too few studies were available to compute effect sizes.) These results are a vivid illustration of the ways in
which psychology has been a psychology of White people. The much-publicized gender difference in self-
esteem is present for White Americans (and even then, it is small), but it is not found for Black Americans.

In sum, boys and men on average score higher on self-esteem measures, but the gender difference is small and
may be true only for White Americans. The gender difference is tiny in the elementary school years and
largest in the high school years, but even then it is not huge. On the other hand, it probably is large enough to
be concerned about, in which case at least two of Mary Pipher’s (1994) explanations ring true—that girls in
the United States are subjected to a sex-saturated media environment that objectifies them and undermines
their self-esteem and that they are victims of peer sexual harassment. Adolescent girls deserve a better
environment.

To this point we have been talking about general self-esteem, one’s global self-evaluation. We can also talk
about domain-specific self-confidence—that is, confidence in specific areas such as athletics or academics.
Another meta-analysis examined gender differences in domain-specific self-confidence (Gentile et al., 2009).
The results indicate that male participants had more self-confidence in the domains of physical appearance (d
= 0.35) and athletics (d = 0.41). Female participants had more self-confidence in the areas of behavioral
conduct (d = –0.17) and morals or ethics (d = –0.38). At the same time, gender similarities were found in the
areas of academics and social acceptance. If we consider an even more specific domain, math self-confidence,
boys score higher than girls in the United States (d = 0.26) and in most other nations, with exceptions in a few
places such as Eastern Europe (specifically, Estonia and Russia; Else-Quest et al., 2010).

Self-confidence: A person’s belief that they can be successful at a particular task or in a particular domain such as athletics or
academics.

These gender differences in self-confidence can be important in people’s lives. People with low self-
confidence avoid engaging in challenging tasks. Thus this gender difference in math self-confidence may have
important effects on women’s career choices, a point to be discussed further in Chapter 8.

Before leaving the topic of self-confidence, we need to consider one additional issue, namely, interpretation of
the results. The objective, statistical result is that, for example, male students are more likely than female
students to rate themselves at the top of their class in math ability. To use the terminology of Chapter 1, a
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typical interpretation of this result is that boys have more math self-confidence than girls or that girls are
lacking in math self-confidence. This is a female-deficit interpretation. Would it be possible to make a
different interpretation that would still be consistent with the data? An alternative interpretation is that boys’
estimates are too high (rather than girls’ being too low) and that boys are unrealistically overconfident. This
alternative is just as reasonable an interpretation of the gender difference, but it implies a problem for boys. As
it turns out, with tasks such as these it is possible to decide which interpretation is more accurate, because we
can find out how students actually did on the math exam or in the course. In fact, boys and men do tend to
overestimate their performance by about as much as girls and women underestimate theirs, although some
studies find female participants’ estimates to be accurate and male participants’ to be inflated (Beyer, 1999;
Cole et al., 1999). Therefore, there is some truth in each interpretation—men are probably somewhat
overconfident and women somewhat underconfident.

Helping Behavior

Social psychologists have studied helping behavior extensively. Who do you think is more likely to help
another person, women or men? A meta-analysis of studies of gender differences in helping behavior found
that d = 0.34 (Eagly, 2009; Eagly & Crowley, 1986). The positive value indicates that men, on average, helped
others more than women did and that the gender difference is somewhere in the small to moderate range.
This finding may be somewhat surprising because helping or nurturing is an important part of the female role.
In Table 3.1, caring is one of the stereotypes about women. To probe the findings more deeply, Alice Eagly
and Maureen Crowley (1986) examined the kinds of situations that produced more helping by men and those
that produced more helping by women. They noted that some kinds of helping are part of the male role and
some are part of the female role. Helping that is heroic or chivalrous—rescuing your comrade injured in battle
—falls within the male role, whereas nurturance and caretaking fall within the female role.

Focus 3.1 Who Is More Narcissistic: Men or Women?

Narcissism has been in the headlines a great deal recently, with the 2016 presidential election and with claims that millennials are a
narcissistic bunch. Are there gender differences in narcissism?

Generally narcissism refers to a personality trait characterized by an excessive focus on oneself, along with a grandiose, exaggerated
sense of one’s own talents, an extreme need for admiration, and a lack of empathy for others. Who would we predict would be more
narcissistic, men or women?

Narcissism: A personality trait characterized by an excessive focus on oneself, along with a grandiose, exaggerated sense of
one’s own talents, an extreme need for admiration, and a lack of empathy for others.

Using social theory (discussed in Chapter 2), we would consider which aspects of gender roles would be associated with narcissistic
traits. Men are expected to be very self-confident, and arrogant is one of the male stereotypes shown in Table 3.1, so that would lead
men to have an exaggerated sense of their own talents. Caring and being empathic are part of the female role, so men would be
likelier to lack empathy. In general, then, the male role is more consistent with narcissistic traits than the female role is.

A meta-analysis found that men are more narcissistic, but only by a small amount, d = 0.29 (Grijalva et al., 2015). But it turns out
that personality inventories include three facets of narcissism. For the Exploitative/Entitlement scale, d = 0.29, men scoring higher,
and for Leadership/Authority, men also score higher, d = 0.20. However, for Grandiose/Exhibitionism, d = 0.04, that is, there is no
gender difference. There is also a newly discovered type of narcissism, vulnerable narcissism, which is characterized by low self-
esteem, neuroticism, and introversion, all of which involve an excessive focus on the self. For this type of narcissism, there is also no
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gender difference, d = –0.04. Overall, then, we see gender similarities in some aspects of narcissism, but men scoring higher on the
Exploitative/Entitlement facet.

The studies in the meta-analysis involved samples of the general population and a broad range of scores on personality scales. If we
look at the extreme cases of diagnosable narcissistic personality disorder, men outnumber women, 7.7% to 4.8% (Stinson et al.,
2008).

Why is narcissism important? A certain amount of narcissism probably helps propel people into leadership roles, which is
advantageous. However, more extreme narcissism of the Exploitative/Entitlement type, where men score higher, can be
disadvantageous or even disabling. The evidence indicates that people who are high on Exploitative/Entitlement are more likely to
engage in antisocial behaviors at work, suffer poor adjustment to college, and experience poor relationship satisfaction (Grijalva et
al., 2015). These are not outcomes that are desirable for the individual or for those who interact with them.

Consistent with these predictions from an analysis of social roles, Eagly and Crowley (1986) found that the
tendency for men to help more was especially pronounced when the situation might involve danger (such as
stopping to help a motorist with a flat tire). The tendency was also stronger when the helping was observed by
others (rather than when the person needing help and the research participant were alone together). Helping
that involves danger and that carries with it a crowd of onlookers has great potential for heroism, and that
kind of helping is part of the male role.

The plot thickens, because social psychologists have spent most of their time studying precisely these kinds of
helping behaviors—the ones that occur in relatively short-term encounters with strangers. They have devoted
little research to the kind of caretaking and helping that is characteristic of the female role—the kind of
behavior that more often occurs in the context of a long-term relationship, such as a mother helping her child.
Therefore, the gender difference found in the meta-analysis, showing that men help more, is probably no
more than an artifact of the kinds of helping that psychologists have studied and the kinds of helping that
they have overlooked.

Photo 3.2 Research shows that which gender helps more depends on the situation or context.

©iStockphoto.com/bugphai & ©iStockphoto.com/UberImages.

These results are consistent with a pattern: Gender differences are highly dependent on the situation or
context in which they are observed (Zakriski et al., 2005).
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Anxiety

Most studies show that girls and women are more fearful and anxious than boys and men, although the
difference is not large. One large, cross-national study found d = –0.38 for self-reports of general anxiety
(Löckenhoff et al., 2014). Because this study was based on self-reports, what we know is that girls and women
are more willing to admit that they have anxieties and fears. It is possible that these self-reports reflect higher
levels of anxiety in female respondents than in male respondents. But it is also possible that men experience
the same levels of anxiety as women and that women are just more willing to admit them. Women are
stereotyped as being more anxious than men (Löckenhoff et al., 2014). This stereotype would encourage
women to admit their feelings and men to pretend not to have them. At this point, however, studies have not
been able to resolve the issue.

The Gender Similarities Hypothesis

Our culture is dominated by the differences model, the belief that women and men are very different from each
other. As one best-selling book title has it, Men Are From Mars, Women Are From Venus (Gray, 1992)—men
and women are so different, it’s like they are from different planets. Then there’s Boys and Girls Learn
Differently! A Guide for Teachers and Parents (Gurian, 2011), which has been read and taken seriously by
thousands of parents and teachers.

Yet the scientific evidence from meta-analyses leads to a very different conclusion: men and women are
actually quite similar. The gender similarities hypothesis states that men and women are similar on most, but
not all, psychological variables (Hyde, 2005a). That is, women and men are more similar than they are
different.

Gender similarities hypothesis: The hypothesis that men and women are similar on most, but not all, psychological variables.

Evidence for the gender similarities hypothesis comes from a review of 46 meta-analyses of psychological
gender differences (Hyde, 2005a; for an update with the same conclusion, see Zell et al., 2015). Across those
meta-analyses, 30% of the effect sizes were close to 0 (d ≤ 0.10) and an additional 48% were small (d between
0.11 and 0.35). That is, 78% of the gender differences were small or smaller. We have seen some of these
patterns of gender similarities already in this chapter. For example, self-esteem is viewed, in the culture, as
showing a large gender difference, with girls and women having low self-esteem, yet a meta-analysis shows
the gender difference to be small. We will continue to see other evidence of gender similarities in other
chapters of this book.

The original statement of the gender similarities hypothesis did note that there are a few exceptions. One is
aggressive behavior, where the gender difference is moderate in size, although not large. Another exception is
some aspects of sexuality. We will consider these findings in Chapter 12.

Androgyny

127



Beginning in the 1970s, feminist psychologists sought to create new models of human behavior that would
overcome gender stereotypes. One prominent alternative that emerged was androgyny, the combining of
masculine and feminine characteristics in an individual (Bem, 1974). But before that, there was a history of
several decades of psychologists measuring masculinity–femininity, so let’s consider that first.

Androgyny: The combination of masculine and feminine psychological characteristics in an individual.

Psychologists’ Traditional Views of Masculinity–Femininity

Psychologists’ traditional view—beginning roughly in the 1930s—was that masculinity and femininity were at
opposite ends of a single scale. We would call that a unidimensional (one-dimensional) bipolar (two opposite
ends) continuum. It is shown in Panel 1 of Figure 3.2.

Figure 3.2 Progressive conceptualizations of masculinity–femininity.

Source: Created by the authors.

One of these traditional scales was part of the California Psychological Inventory (Gough, 1957). It is simply
a test on which you respond true or false about yourself to a series of items such as “I am somewhat afraid of
the dark.” Then a score is computed, over all the items, that places you at some point along the bipolar
continuum.

Items were chosen for this scale in a simple way: They showed gender differences, with a much different
percentage of men and women responding true to each one. Women are somewhat more likely to say true to
“I am somewhat afraid of the dark,” so that’s why the item is on the scale. The implicit assumption, then, is
that “femininity” is the quality of women that differentiates them from men.

In the 1970s, feminist psychologists raised a number of criticisms of masculinity–femininity scales (e.g.,
Constantinople, 1973). The basic issue is whether femininity and masculinity are really opposites of each
other, so that the more feminine a person is, the less masculine they are. Is it possible to be both strongly
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feminine and strongly masculine? Of course it is. Enter androgyny.

The Concept of Androgyny

Most of us know people who have both masculine and feminine qualities. An example would be a woman
who is both very nurturing to her children and a high-status leader on the job. The research on androgyny was
designed to acknowledge and describe such people.

Androgyny means having both masculine and feminine psychological characteristics. It is derived from the
Greek roots andro, meaning “man,” and gyn, meaning “woman” (as in gynecologist). As shown in Figure 3.2,
Panel 2, the concept of androgyny is based on a two-dimensional model of masculinity–femininity, in contrast
to the traditional one-dimensional model. One of the dimensions is femininity, ranging from low to high, and
the other is masculinity, ranging from low to high. With this conceptualization, a person could have a high
score on both femininity and masculinity, and would therefore be androgynous. In Figure 3.2, those people
would fall in the upper right quadrant.

Measuring Androgyny

Psychologist Sandra Bem (1974) constructed a test to measure androgyny (see also Spence & Helmreich,
1978). It consists of 60 adjectives or descriptive phrases. Respondents are asked to indicate, for each, how well
it describes them on a scale from 1 (never or almost never true) to 7 (always or almost always true). Of the 60
adjectives, 20 are stereotypically feminine, 20 are stereotypically masculine, and 20 are neutral filler items—
that is, not gender typed. In Table 3.4 we show only the stereotypically feminine and masculine items, because
only they are relevant to computing scores. Items 1, 3, 5, and so on are masculine, and items 2, 4, 6, and so on
are feminine.

How did Bem choose feminine items? She did so on the basis of characteristics that are considered socially
desirable for women in our culture, and similarly for masculinity. She did this by asking a sample of people to
list qualities that are socially desirable for women and qualities that are socially desirable for men.

A person who scores high (above the median) on both the masculinity and the femininity scales is classified as
androgynous. A person who scores high on femininity but low on masculinity would be categorized as
feminine. Someone who scores low on femininity and high on masculinity would be categorized as masculine.
And someone who scores low on both scales would be called undifferentiated.
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Source: Adapted from Bem (1974, 1977) and Hyde & Phillis (1979).

Criticisms of Androgyny

Androgyny as a concept and a scale was an advance over previous masculinity–femininity scales because it
acknowledged the possibility that people might be high on both masculinity and femininity. Nonetheless,
criticisms can be raised. The major one is that the scale is now over 40 years old and cultural ideals of
masculinity and femininity have changed a lot over those decades. We can’t really know whether the same
items would describe femininity and masculinity today.

Androgyny and Transgender

How does the concept of androgyny relate to the transgender spectrum and to the experience of trans or
genderqueer individuals (Halberstam, 2012)? According to one view, the androgyny of the 1970s might be
seen as a forerunner of the concept of genderqueer today. That is, the androgynous individual blends
masculinity and femininity as the genderqueer individual does. To dig a bit deeper, though, androgyny is
really about personality traits and behaviors (independent, forceful, and so on), whereas genderqueer and
transgender are about identity (I identify as a man, or I identify as a woman, or I identify as neither or both).
Most people who score as androgynous on the Bem scale have definite cisgender identities. At that point, the
link between androgyny and genderqueer breaks down.

Experience the Research: How Accurate Are People’s Beliefs About Gender Differences?

Ask four people you know to provide you, individually, with some data. When you interview them, tell them that you want to

130



determine how accurate people are in estimating the size of some psychological gender differences. Have them fill out the following
form, explaining what they are to do. Be sure that they understand that they can give any number they want; for example, they do
not have to answer just 0.20 or 0.50, but can give an answer like 0.35. Also be sure that they understand the importance of the
difference between negative numbers and positive numbers. Negative numbers on this scale mean that women score higher than
men, and positive numbers mean that men score higher than women.

1. Aggressive behavior among preschoolers

Your estimate: ______
2. Performance on math tests by elementary school children

Your estimate: ______
3. Approval of casual sex (i.e., two people engaging in sexual intercourse when they are only casually acquainted)

Your estimate: ______

How accurate were your respondents? Meta-analyses show that, among preschoolers, boys are more aggressive, d = 0.58. For math
performance by elementary school children, d = 0.0; that is, there is no gender difference. For approval of two people engaging in
sexual intercourse when they are only casually acquainted, d = 0.45; men are more approving (see Chapter 12).

Source: Based on Swim (1994). Copyright © by the American Psychological Association.

Chapter Summary

Gender stereotypes are a set of shared cultural beliefs about the characteristics of men and women. People stereotype for two reasons:
comprehension and self-enhancement. Implicit gender stereotypes are learned automatic associations between a gender category
(e.g., female) and other attributes (e.g., mathematics). An intersectional approach considering the intersection of gender and
ethnicity finds that gender stereotypes vary across U.S. ethnic groups.

Stereotype threat occurs in a situation in which there is a negative stereotype about a person’s group and the person is concerned
about being judged or treated negatively because of the stereotype. Stereotype threat can hurt women’s math performance and can
doubly hurt Latinx women’s math performance.

Little research is available on stereotypes about trans individuals, yet it is clear that there is prejudice against them. Psychologists
have begun to design interventions to reduce anti-trans prejudice.

Meta-analysis is a statistical method for synthesizing the results of numerous studies on a particular question (e.g., gender differences
in aggressive behavior). The effect size, d, measures how large a gender difference is. A d value of 0.20 is small, 0.50 is moderate, and
0.80 is large.

Gender differences are found in aggressive behavior, with boys and men being more aggressive; d = 0.55 for physical aggression. A
deindividuation experiment showed that gender differences in aggression can be erased, though, if the force of gender roles is
removed.

In regard to impulsivity, boys and men are higher in risk taking, d = 0.38. Boys and men also are higher in activity level, and the
gender difference grows larger with age, from d = 0.29 in infancy to d = 0.64 in older children and young adults. Boys also account
for 90% of hyperactive children.
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Despite stereotypes that women are the ones with low self-esteem, d = 0.21, meaning that men have higher self-esteem but the
difference is small. From an intersectional perspective, the gender difference is found for U.S. White samples, but not Black samples.

Research on gender differences in helping behavior provides evidence of the ways in which gender differences depend on the
situation and context. Men help more in situations that involve danger, whereas women help more in situations that involve
nurturing in the context of a long-term relationship.

Self-report studies find that women and girls are more anxious than men and boys are by a small to moderate amount.

The gender similarities hypothesis states that men and women are similar on most, but not all, psychological variables. Across 46
meta-analyses of gender differences, 78% of the effect sizes were small or very close to zero.

Androgyny refers to a combination of masculine and feminine characteristics in an individual. It is measured using a two-
dimensional scale, with one dimension measuring femininity and the other measuring masculinity. In considering the relationship
between being androgynous and being genderqueer, androgyny refers to personality characteristics and behaviors, whereas
genderqueer refers to identity.

Suggestions for Further Reading

Hyde, Janet S. (2005). The gender similarities hypothesis. American Psychologist, 60, 581–592. This article represents the original
statement of the gender similarities hypothesis and is accessible reading for college students.

Tompkins, Tanya L., Shields, Chloe N., Hillman, Kimberly M., & White, Kadi. (2015). Reducing stigma toward the transgender
community: An evaluation of a humanizing and perspective-taking intervention. Psychology of Sexual Orientation and Gender
Diversity, 2, 34–42. This article reports one of the first interventions designed to reduce anti-trans prejudice (cisgenderism). Because
it is an early study, some aspects of it could be improved. How would you improve it?

132



Chapter 4 The Intersection of Gender and Ethnicity

Outline

1. Recurring Themes
2. Ethnic Group Labels
3. An Ethnic/Cultural Critique of Psychological Research
4. Guidelines for Research With People of Color
Focus 4.1: Racial Microaggressions
5. Cultural Heritages of People of Color in the United States

a. The Cultural Heritage of Asian American Persons
b. Subcultural Variations
c. The Cultural Heritage of Latinx Persons
d. The Cultural Heritage of American Indian Persons
e. The Cultural Heritage of African American Persons

Focus 4.2: Women and Islam
6. Gender Roles and Ethnicity

a. Gender Roles Among American Indian Persons
b. Gender Roles Among African American Persons
c. Gender Roles Among Asian American Persons
d. Gender Roles Among Latinx Persons

7. Immigration
8. Education
Focus 4.3: Affirmative Action
9. Mental Health Issues
10. Feminisms of Color
Experience the Research: Gender Roles and Ethnicity on Prime Time
11. Chapter Summary
12. Suggestions for Further Reading

On January 21, 2017, 4.2 million people gathered for the Women’s March on Washington and over 600 other
“sister marches” throughout the United States. Hundreds of thousands more marched in countries across all
seven continents. The Women’s Marches were a response to the 2016 U.S. presidential election: The first
female major party candidate for president, Hillary Rodham Clinton, won the popular vote, but a man widely
criticized as sexist and racist, Donald J. Trump, won the required 270 electoral college delegates. The aims of
the Women’s Marches were explicitly feminist, yet not intially intersectional; at first, organizers did not fully
consider the intersection of gender and ethnicity. When the perspectives of women of color and women from
other intersectional locations (e.g., trans and queer persons) were incorporated into the platform, the marches
became a powerful expression of their shared purpose and desire for gender equality.
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At the intersection of gender and ethnicity, it is easy to see how people of diverse gender and ethnic groups
may have very different experiences and yet have much in common. White women and women of color both
encounter sexism. For White women, that sexism may be buffered by White privilege. For women of color,
the combination of racism and sexism may result in double jeopardy. Meanwhile, for trans persons of color,
sexism and cisgenderism may interact with racism. For example, trans people of color are disproportionately
the target of hate violence (Waters et al., 2016).

When we study people of diverse racial and ethnic origins in the United States, it quickly becomes apparent
that the different and complex social forces acting on them may result in diverse patterns of experiences.
Among these forces are higher rates of poverty, discrimination, variations in family structures, identification
with ethnic liberation movements, and evaluation of appearance by White standards of beauty.

Yet, before we dig into those diverse patterns of experiences, we must confront a serious problem in our field:
Much of the scholarship on “the psychology of women” has been a psychology of White, middle-class,
American cisgender women. Although many researchers have made great progress on this front, much work
remains. Psychology has an important role to play in describing, explaining, and optimizing the experiences of
all people, especially members of marginalized groups.

In this chapter we focus primarily on women and trans people in four major U.S. ethnic groups: African
Americans, Latinx, Asian Americans, and American Indians. The purpose of the chapter is to provide
important background information about the cultures and heritages of these ethnic groups as well as an
overview of gender roles in these cultures. This background and overview will provide the context for more
specific discussions of research on women and trans people of color that occur in other chapters throughout
the book.

Recurring Themes

Two key themes recur throughout this chapter. The first theme, which stems from intersectionality, is of
similarities and differences (Cole, 2009). That is, as the intersectional perspective suggests, women of diverse
ethnic groups will be similar in some ways and different in others because both gender and ethnicity are
influential. They share some common experiences (like objectification), despite having other unique
experiences (such as different media representations and stereotypes). We will see that there are some
profound differences, some resulting from differences in culture in the land of origin, others resulting from the
greater poverty and discrimination experienced by members of some ethnic groups. Thus, the experience of
their gender depends, in part, on their ethnicity.

The second recurring theme in this chapter is simultaneous oppression and strength. Women of color have a
heritage of oppression, including slavery for African American women and internment in U.S. prison camps
during World War II for Japanese American women. Current oppression, in the forms of racism, sexism, and
gendered racism, persists. And it remains dangerous for many trans people of color to be open about their
identities.
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Gendered racism: A form of oppression and bias based simultaneously on both gender and race/ethnicity.

Yet, in the midst of this oppression, it would be a mistake to regard these individuals merely as victims.
Instead, one sees enormous strength and resilience in them and in their lives. For example, research finds that
trans people of color, despite experiencing oppression based on their race/ethnicity and gender identity and
nonconformity, demonstrate tremendous resilience (Singh, 2013; Singh & McKleroy, 2011). Factors such as
feeling pride in one’s identity, recognizing oppression, and developing strong relationships within their
families and communities promote resilience in the face of oppression. Thus, strength and resilience in the
face of oppression is another continuing theme.

Ethnic Group Labels

Before we proceed, we need a brief discussion of terminology. The term Hispanic refers to all people with
some Spanish heritage or a historical link to Spain (including those from countries once colonized by Spain),
such as people from Puerto Rico, Cuba, Mexico, and other Caribbean, Central American, and South
American countries or cultures. The label was introduced by the U.S. government in the 1970 census. Latinos
refers to Latin Americans, including Brazilians (who would not be classified as Hispanic because they were
colonized by Portugal, not Spain). Whereas Latina refers to female Latin Americans, the term Latino refers
both to all Latinos and to male Latin Americans. Thus, the term Latino is an example of the familiar problem
of masculine generics and the male as normative in language (discussed in Chapter 5).

Hispanic: People of Spanish descent, whether from Mexico, Puerto Rico, or elsewhere.

Latinos: Latin American people; also refers specifically to Latin American men.

Latina: A Latin American girl or woman.

Photo 4.1 Trans women of color, such as Janet Mock, demonstrate tremendous resilience in the face of
multiple forms of discrimination.

Benjo Arwas/Getty Images Portrait/Getty Images.

In recent years, efforts to avoid the male-as-normative problem and be more inclusive of gender diversity have
led to adoption of terms such as Latin@, which is visually inclusive of both the masculine and feminine forms.
Similarly, Latinx (pronounced La-TEEN-ex), which is not marked by gender, has become increasingly
popular (though not without controversy). More than half of Americans who would be classified as Hispanic
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on the U.S. Census prefer labels that reference their country of origin, such as Dominican or Cuban (Taylor et
al., 2012). While Latina/o is an umbrella term that includes these diverse ethnic subgroups, it excludes
individuals outside the gender binary. Therefore, we will use Latinx, an umbrella term that is more inclusive
of gender diversity. We also use the term Hispanic when appropriate.

Latinx: A Latin American person, unmarked by gender.

For Americans of African origin, language has steadily evolved. Negro was the respectful term prior to the
1960s. Then, with the emergence of the Black Power movement, activists urged the use of the term Black to
connote pride in the very qualities that were the basis of discrimination, promoting slogans such as “Black Is
Beautiful.” In the late 1980s, as ties to Africa and pride in one’s heritage were increasingly emphasized, we
saw a shift to the term African American. The relative merit of the terms Black and African American has been
debated (Swarns, 2004), so we will use both.

African Americans: Americans of African descent.

Similarly, there is controversy about the terms American Indian and Native American. Over half of U.S.
Census respondents who identified as American Indian said they preferred American Indian or Alaskan Native
to Native American (Tucker et al., 1995), so we will use American Indian here. While some argue that the
term Indian reflects a geographical miscalculation, others contend that Native American excludes indigenous
peoples (i.e., the original or native people of a region) from other countries in North and South America. In
Canada, the indigenous peoples include the First Nations, Métis, and Inuit peoples.

American Indians: The indigenous peoples of North America. Also called Native Americans.

For Americans of Asian origin, Asian Americans is the preferred term, replacing various slang or older terms
that are now considered disrespectful (e.g., Orientals). People from the Indian subcontinent are usually
considered Asian American as well. Often, people of Asian heritage are grouped with people of Pacific
Islander heritage (e.g., Native Hawaiians and those from the Philippines, Guam, and Fiji) as Asian and Pacific
Islander (or API). We’ll generally use Asian American with the understanding that it includes Pacific
Islanders.

Asian Americans: Americans of Asian descent.

The terms White and Caucasian are sometimes used interchangeably to refer to light-skinned people. These
terms, however, are problematic. For example, Caucasian comes from the biological conceptualization of race
(specifically the Caucasoid race), but also refers to people native to the Caucasus region between Europe and
Asia. Also, many Hispanic Americans and people of Middle Eastern descent are light-skinned and might
therefore be labeled as White, yet such people often do not experience life in the United States as White
people. Moreover, many people exclude anyone who isn’t of European origin when they speak of White
people. An alternative that has been proposed for White is European American (or Euro-American). It has the
advantage of being parallel to other terms, such as Asian American and African American, and places the
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emphasis on the group’s cultural heritage rather than on skin color. Yet, in some situations, skin color is

precisely the issue, as when people light in skin color are perceived more positively and may experience White
privilege.

European American: White Americans of European descent; an alternative to the term Whites. Also, Euro-Americans.

Adding another layer of complexity, many Americans are biracial or multiracial. About 3% of Americans
identify as being from two or more racial groups (U.S. Census Bureau, 2015). For example, singer Alicia
Keys’s father is Black and her mother is White. Actress, producer, and author Rashida Jones’s father (the
producer Quincy Jones) is Black and her mother (the actress Peggy Lipton) is of Ashkenazi Jewish heritage.
These women’s appearances may not be good guides to their ethnic heritage. The experiences of multiracial
people have become a focus of psychological research in recent years (Charmaraman et al., 2014; Landor &
Halpern, 2016).

An Ethnic/Cultural Critique of Psychological Research

In Chapter 1 we discussed possible sources of gender bias in psychological research. Here we provide a parallel
ethnic/cultural critique and discuss possible sources of race bias in psychological research (Jones, 2010;
Landrine et al., 1995; Yoder & Kahn, 1993). There are several that warrant discussion.

The first issue has to do with the concept of race. Race—as it has been used in psychology over the last 100
years—is problematic (Betancourt & Lopez, 1993; Helms et al., 2005; Smedley & Smedley, 2005). Originally
devised by White colonists, race was long considered a biological concept that referred to distinct and
exclusive groups of people, each with a common set of physical features, such as skin color, hair texture and
color, and so on (Smedley & Smedley, 2005). One of the problems with the concept of race is the assumption
that racial groups are distinct and exclusive; in other words, that races are “pure” and that people have mated
exclusively with other members of their race and not with members of other races. Yet people have long mated
outside of their racial groups, which means the groups cannot possibly be distinct or exclusive. For example, in
the case of a woman in the United States with very dark skin, 50% of her ancestors may be of African heritage
and 50% of European heritage. The existence of people like her renders race as a biological concept useless.

Race: A socially constructed system of human classification, once considered a biological concept referring to discrete and exclusive
groups of people with common physical features.

Photo 4.2 The experiences of multiracial people have become a focus of psychological research in recent years.
Here, two multiracial women, actress and author Rashida Jones and singer Alicia Keys.
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JB Lacroix/WireImage/Getty Images & NBC/NBC Universal/Getty Images.

Nonetheless, this woman may have grown up identifying as Black, may have been socialized within the
culture of a Black community, and may be perceived and treated by others as Black. Today, we understand
that race is socially constructed and not rooted in biology. Thus, terms like ethnicity and culture, which
emphasize shared traits, are generally preferable to race. Shared traits are learned and transmitted socially, not
rooted in biology. The term ethnic group refers to a group that shares a common culture, language,
geographical origin, and so on. Ethnic groups are flexible and often self-defined.

Ethnic group: A group of people who share a common culture and language.

Another problem with race as a biological concept is that it promotes essentialism and denies the contextual
factors that oppress people of color. That is, racial group differences in, say, educational achievement are
considered an outcome of innate, biologically based differences in intelligence between racial groups, rather
than an outcome of systemic racism. In turn, racism is perpetuated. If this pattern sounds familiar, it’s because
a similar form of essentialism has long been used to perpetuate the oppression of women.

Second, just as men have been the norm in psychological research, so have European Americans been the
norm (Jones, 2010). As one critic put it, “Even the rat was White” (Guthrie, 1976). Basing studies exclusively
on samples of White college students or other samples of European Americans has been considered perfectly
acceptable methodology. In part, this is just bad science. It involves making an unjustified inference from an
all-White sample to all people. This is the error of overgeneralization (see Chapter 1). Moreover, the
experiences of people of color are then marginalized and made invisible. The consequence is that Whites
represent “people,” and everyone else becomes “subcultures” (Landrine et al., 1995). Similar criticisms have
been made about researchers’ overreliance on samples from Western, industrialized, educated, and democratic
countries, thereby ignoring a huge proportion of the world’s people (Henrich et al., 2010). The point is, if
psychology is to be a science of all people, then the field needs to study people of diverse origins.

Third, psychological research has ignored the different meanings that may be attached to different words,
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gestures, and so on by people from different ethnic groups (Corral & Landrine, 2010). We learn the meanings
of various words from the culture in which we grow up. Therefore, two different ethnic groups (for example,
African Americans and European Americans) may have different understandings of the meanings of words
even though both groups speak the same language (English). This language issue quickly becomes a radical
critique of methods in psychological research, because it means that standardized tests, many of which were
normed on White samples, may include words that are defined differently by people from other ethnic groups.
As a result, the tests might be measuring different things across different ethnic groups.

To demonstrate this problem, a group of researchers administered the Bem Sex Role Inventory (BSRI), which
measures androgyny (see Chapter 3), to 71 White women and 67 women of color (Landrine et al., 1995). The
women first rated themselves on each adjective and then chose, from among several choices, the phrase that
best defined that term for them. Overall, there were no differences between the European American women
and the women of color in their average scores on the BSRI—that is, there were ethnic group similarities. Yet
there were major differences between the groups in how White women and women of color defined the
adjectives on the BSRI. For example, for the term passive, White women most frequently chose the definition
“am laid-back/easy-going,” whereas women of color most frequently chose “don’t say what I really think.”
That is, these adjectives meant significantly different things to these two groups of women. Such findings
imply that we need to go back to the very beginning with many psychological tests to determine how people
from various ethnic groups understand the terms used in the tests.

A fourth criticism has to do with the possibility of observer effects (discussed in Chapter 1) and, namely, race
bias in observations. In thinking about biased observations, it seems likely that there would be in-group
favoritism, that is, that observers would give higher or more positive ratings to members of their own group.
In one study, Black, White, and Latinx undergraduates rated videos of mother-child interactions (Harvey et
al., 2009). The mother-child pairs were themselves either Black, White, or Latinx. For the most part,
observers of different ethnicities rated the mother-child interactions similarly. However, Black and White
raters differed in their ratings of Black and White children’s defiance. Members of each group rated children
of their own group more positively. Overall, then, there were effects depending on the ethnicity of both the
observer and the children, and they showed in-group favoritism. If psychological researchers are
predominantly White, what are the implications for research on people of color?

A fifth criticism has to do with possible bias in interpretation of results. If European Americans are the norm,
then the behaviors and experiences of people of color are interpreted as being deficient—much as we have
seen in examples of female deficit models (Bryant-Davis & Comas-Díaz, 2016). Just as the latter bias is often
called androcentrism, so the former bias can be called ethnocentrism or, more specifically, Eurocentrism. As
an example of such bias, viewed through the eyes of White researchers, the African American family has
generally been described as deficient.

Ethnocentrism: The tendency to regard one’s own ethnic group as superior to others and to believe that its customs and way of life
are the standards by which other cultures should be judged.

Eurocentrism: The tendency to view the world from a European American point of view and to evaluate other ethnic groups in

139



reference to European Americans.

As we review some of the psychological research on the intersection of gender and ethnicity, then, we must be
conscious of how both androcentrism and Eurocentrism have permeated much of the traditional research.
While progress has been made on this front, we continue to need more research that is both gender fair and
race/ethnicity fair.

Guidelines for Research With People of Color

In response to the issues raised by the ethnic/cultural critique of psychological research, psychological
researchers (who are also people of color) have now proposed guidelines for research with people of color
(American Psychological Association, 2003; Corral & Landrine, 2010; McDonald, 2000; Myers et al., 2000;
Santos de Barona & Barona, 2000; Sue & Sue, 2000). Fundamental to each of these guidelines is the
assumption that conducting research with people of a specific ethnic group is valuable:

1. Collaboration: Are researchers from the ethnic group under study included as collaborators? As outsiders,
all-White teams of researchers may get it wrong.

2. Theory: Is the theory that is the basis for the research appropriate for this ethnic group? If it is
inappropriate, it should be revised or a new theory should be formulated.

Photo 4.3 When conducting research with people of color, it is important to include researchers from
the ethnic group under study as collaborators.

©iStockphoto.com/Yue_.

3. Measurement: Are the psychological measures being used reliable and valid in this ethnic group? If a
measure does not meet standards, it should be revised or a new measure should be devised.

The measurement issue is quite complex. Scales and the constructs they are designed to measure should
demonstrate equivalence. Experts distinguish between conceptual equivalence and translational
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equivalence (Sue & Sue, 2000). Conceptual equivalence refers to the consistency of psychological
constructs across different cultures. It is important that a concept developed by, say, a European
American psychologist actually exists and has the same meaning in whatever other cultures are being
studied. For example, some cultures have no concept of “homosexuality” (Herdt, 1998, 2006). And in
other cultures, behaviors considered to be homosexual differ considerably from what most European
Americans would assume. Among Mexicans, for instance, if two men engage in anal intercourse, the
inserting partner is not considered gay because his behavior is like the man’s in heterosexual intercourse.
The man who takes the receptive role is the only one who is considered gay (Magaña & Carrier, 1991).
Asking about sexual orientation in these cultures either may not compute or may lead the respondent to
answer with a very different idea in mind than the researcher intended.

Translational equivalence refers to consistency of meaning between languages. For example, a scale
originally written in English but then translated into Spanish needs to have the same meaning in both
languages. The technique used to check for translational equivalence involves both translation and back-
translation. That is, the scale would be translated from English to Spanish by a fluently bilingual person,
and then translated from Spanish back to English by a second fluently bilingual person. If the back-
translated version matched the original, that would be evidence for translational equivalence.

4. Subcultural variations: Be aware of subcultural variations. For example, while many Asian American
groups have common or shared experiences, they also have some important differences. Thus, we should
be attentive to differences between, say, Chinese Americans and Japanese Americans.

5. Cultural heritage: Do the researchers understand the cultural heritage of the group being studied,
including the values of the culture of origin (e.g., Japan for Japanese Americans) and the history of that
ethnic group in the United States? Researchers need to be culturally competent.

6. Deficit interpretations: Do not assume that differences between two ethnic groups reflect a deficit within
one of those groups. In particular, differences between European Americans and people of color do not
imply deficits among people of color.

7. Race/ethnicity versus social class: In many research designs, race and social class are confounded, largely
because many racial/ethnic groups in the United States are overrepresented among lower income people.
When racial/ethnic differences are found in research, it is often unclear (and perhaps impossible to tell)
whether such differences are due to race or social class (or both). Researchers should remove this
confound from their research designs or at least be very cautious in interpretations of findings of any
ethnic group differences.

Conceptual equivalence: In multicultural research, the construct measured by a scale has the same meaning in all cultures being
studied.

Translational equivalence: In multicultural research, whether a scale written in one language and translated into another has the
same meaning in both languages.

Focus 4.1 Racial Microaggressions

A distinguished Asian American psychologist was traveling with an African American colleague on a small regional jet with 1 + 2
seating. When they boarded the uncrowded plane, the (White) flight attendant told them that they could sit wherever they wished,

141



so they sat across the aisle from each other toward the front. Later, three White men in suits boarded the plane and sat in the row in
front of them. Before takeoff, the flight attendant scanned the plane and asked the Asian American and African American men to
move to the back of the plane to distribute weight evenly.

The two psychologists did as they were told, but they felt resentful and angry. Why were they the ones who had to move to the back
of the bus (plane)? Finally, the Asian American spoke to the flight attendant and said, “Did you know that you asked two passengers
of color to step to the rear of the ‘bus’?” Her response: “Well, I have never been accused of that! How dare you? I don’t see color! I
only asked you to move to balance the plane.” Needless to say, the flight attendant’s response did little to appease the two
psychologists.

This incident is an example of what Derald Wing Sue calls a racial microaggression (Sue, 2010; Sue et al., 2007). Racial
microaggressions are subtle insults directed at people of color that may be done consciously or nonconsciously. Just like modern
sexism, there is modern racism; microaggressions are an expression of modern racism in the United States today. Part of the power
of these microaggressions is that they are often invisible to the perpetrator, as they were to the White flight attendant.

Racial microaggressions: Subtle insults directed at people of color, consciously or nonconsciously.

Racial microaggressions can take different forms. They may be microinvalidations, such as being told that all members of your
racial/ethnic group look alike. Or they may be microinsults, such as being teased for being different from White people. Microassaults
tend to be more explicit, such as name-calling. Each of these examples, on their own, may seem insignificant to many White people.
But research indicates that these kinds of racial microaggressions happen frequently (e.g., Ong et al., 2013), raising concerns about
the cumulative effects of being “othered” and treated differently because of one’s racial/ethnic heritage.

Racial microaggressions create psychological dilemmas both for the White perpetrator and for the person of color. According to
Sue’s analysis, there are four principal dilemmas:

Dilemma 1: Clash of Racial Realities. The psychologists of color and the White flight attendant had different perceptions of the reality
of what happened on the plane. The psychologists believed that they had been subjected to subtle racial discrimination. The White
flight attendant believed that she was an unbiased person and that race had nothing to do with her behavior. Both sides were
convinced of the reality of their own views, but they were in opposition to each other. Data indicate that most White people believe
they do not engage in racist behavior, whereas the majority of African Americans report experiencing racial discrimination in the
past year. How is that possible? Whose perception of reality is right? And, perhaps more importantly, what kind of psychological toll
does it take on the person of color when they feel discriminated against and their perceptions are not believed by others?

Dilemma 2: The Invisibility of Unintentional Expressions of Bias. To White people who believe they aren’t biased, their own biased
behaviors are invisible. How, then, can the person of color prove that a racial microaggression occurred? White people’s claims that
they are “color-blind” serve only to invalidate the experiences of people of color.

Dilemma 3: Perceived Minimal Harm of Racial Microaggressions. Microaggressions are typically so subtle that it is difficult to convince
others that they do serious harm. In the case of the plane passengers, what difference did it make if they rode at the back of the
plane? They still got to their destination safely and at the same time. But what if these microaggressions happen every day for years
and years? Research evidence indicates that being the object of racial microaggressions can result in serious psychological distress,
sometimes for a long period of time, and such distress can have a negative impact on health (Ong et al., 2013).

Dilemma 4: The Catch-22 of Responding to Microaggressions. One of the problems with microaggressions is that the person of color
loses whether they respond or not. In the case with the flight attendant, the Asian American psychologist spoke up and was
rewarded with an antagonistic response from the flight attendant. If, instead, he had done nothing, he would have stewed and felt
angry for the rest of the flight and perhaps long afterward. The experience of a microaggression is distressing, whether one speaks up
or tries to ignore it.

Can we use an intersectional approach and see how racial microaggressions may also be gendered? Researchers have developed the
Gendered Racial Microaggressions Scale to measure the frequency and stress of gendered racial microaggressions experienced by
Black women (Lewis & Neville, 2015). The scale measures nonverbal, verbal, and behavioral racial and gender microaggressions.
Some of the items include “imitated the way they think Black women speak,” “I have felt unheard,” and “Perceived to be an ‘angry
Black woman.’” Participants respond to these items regarding how often they happened (from 0 [never] to 5 [once a week or more])
and how stressful they are (from 0 [not at all stressful] to 5 [extremely stressful]). Black women’s frequency and stress of these
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gendered racial microaggressions is linked to their experience of psychological distress (Lewis & Neville, 2015).

Similarly, trans and queer people of color also experience such intersectional microaggressions. Research indicates that racist
microaggressions that are experienced within LGBT communities and in dating and close relationships are common at this
intersectional location, for example (Balsam et al., 2011).

Cultural Heritages of People of Color in the United States

Before we can consider contemporary gender roles and issues for people of color, we must first understand the
cultural and historical heritage of these groups. This heritage includes the cultures in the lands of origin
(Africa, Asia, Latin America), the impact of the process of both forced and voluntary migration to the United
States, and the impact of the dominant European American culture of the United States.

The Cultural Heritage of Asian American Persons

Asian Americans make up nearly 6% of the U.S. population (U.S. Census Bureau, 2015). Overall, Asian
Americans come from 40 distinct ethnic groups that speak 40 languages and are from more than 20 countries
(Chan, 2003). The largest Asian ethnic groups in the United States are Chinese (22%), Indian (20%), Filipino
(18%), Vietnamese (11%), Korean (10%), and Japanese (5%; U.S. Census Bureau, 2010a).

People from these different ethnic groups arrived in the United States for different reasons and at different
points in history. For example, Chinese people—almost all of them men—were recruited first in the 1840s to
come to America as laborers in the West and later in the 1860s to work on the transcontinental railroad (for
excellent summaries of the cultural heritage of Asian Americans, see Chan, 2003; Root, 1995). In response to
growing racist sentiment against the Chinese, there was a shift toward recruiting Japanese and Korean
immigrants, and then Filipinos. An immigration control law passed in 1924 virtually ended the immigration
of Asian Americans until the act was revoked in 1965. Then, during the Vietnam War era of the late 1960s
and 1970s, there was a mass exodus of refugees from war-torn Southeast Asia to the United States.

Across these diverse groups, research indicates that Asian Americans tend to share five core values (Kim et al.,
2005):

1. Collectivism: Others’ needs, especially those of the family, should be considered before one’s own needs.
2. Conformity to norms: Individuals should conform to the expectations of their family and society.
3. Emotional control: Emotions should be controlled and not openly expressed.
4. Family recognition through achievement: One’s educational success brings honor to the family, and one’s

educational failure brings shame.
5. Humility: One should be humble and never boastful.

For Asian Americans, the family is a great source of emotional nurturance and support. For them, the family
includes not only the nuclear family but ancestors and the family of the future as well. One has an obligation
to the family, and the needs of the family take precedence over the needs of the individual. Maintaining
harmonious relations with others, especially one’s family, is important. Shame and the threat of loss of face,
which can apply both to the individual and to their family, are powerful forces shaping good behavior. Often
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what may appear to be passivity in Asian American persons actually reflects conscientious efforts to maintain
dignity and harmony.

Asian American women often marry individuals from different ethnic groups, having a high interracial
marriage rate relative to Asian American men and to women of other ethnic groups (Jacobs & Labov, 2002;
Wang, 2015). This pattern began when White and African American U.S. servicemen married Asian women
in World War II, the Korean War, and the Vietnam War. Today that pattern continues: 37% of the Asian
American women who were married in 2013 wed someone of a different racial/ethnic group (Wang, 2015).

There are numerous examples of racism directed against Asian American groups. Perhaps the most flagrant
was the internment of Japanese Americans during World War II. Over 100,000 Japanese Americans (most of
whom were American citizens) had their property confiscated and were forcibly relocated and incarcerated in
prison camps in the United States.

Subcultural Variations

Although Asian Americans share some similarities in culture, great variations also exist. One Asian American
woman is a Chinese American who is a physician and a fourth-generation descendant of a man brought to
work on the transcontinental railroad. Another is a woman who dramatically escaped from Vietnam in a leaky
boat in 1975 and lived in poverty as she adapted to a new language and host culture. There are substantial
subcultural variations among Asian American women.

Research on these diverse cultures is increasingly found in mainstream psychology journals. One example is
research on Khmer refugee women (e.g., Marshall et al., 2005; Thompson, 1991). The Khmer are an ethnic
group from Cambodia in Southeast Asia. From 1975 to 1979, more than 1.5 million Cambodians were killed
by the genocidal regime known as the Khmer Rouge. Many Khmer people fled to the United States around
that period. Today, more than 275,000 Cambodian Americans (most of whom are Khmer) live in the United
States. Researchers have studied Khmer refugee women, beginning with understanding their roles in
Cambodia before the war, the culture in which these women had grown up and been socialized.

Khmer refugee women have experienced many forms of war-related and refugee-related trauma, including
rape, abduction, and torture. The ethics of feminist research posed a dilemma for the researchers interviewing
the refugee women. While researchers wanted to learn more about the traumatic experiences, it seemed that
questioning the women about those topics reactivated traumatic memories and caused further pain. The
researchers tried to achieve a balance between the goals of giving voice to these women’s experiences and not
traumatizing the women further (Thompson, 1991).

Photo 4.4 Khmer refugee women show high rates of posttraumatic stress disorder.
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Among Cambodians who lived during the Khmer Rouge regime, prevalence rates of posttraumatic stress
disorder (PTSD; see Chapter 14) are high (Sonis et al., 2009). In the United States, researchers estimate that
up to 62% of Khmer refugees have PTSD (Marshall et al., 2005). In addition, most experienced near-death
due to starvation and had a family member murdered by the Khmer Rouge (Marshall et al., 2005).

Today, many of those people who survived the Khmer Rouge regime are parents. Researchers have begun to
study the intergenerational transmission of trauma to the children of Khmer women (e.g., Field, Myong, et
al., 2013; Field, Om, et al., 2011). For example, one study with Khmer refugee women living in California
found that mothers’ PTSD symptoms were linked to their children’s experiences of anxiety and depression.
The evidence suggested that PTSD shaped the mothers’ parenting, which then shaped their children’s anxiety
and depression symptoms. While humans are very resilient, it can take a great deal of support and time—
perhaps even generations—to overcome severe trauma.

The Cultural Heritage of Latinx Persons

According to the U.S. Census Bureau (2015), nearly 18% of the population in the United States identifies as
Hispanic. Of those living on the mainland, their backgrounds are as follows: 63% Mexican, 9% Puerto Rican,
4% Cuban, 3% Dominican, and 13% from other Central and South American countries (U.S. Census Bureau,
2010a). Some Latinx identify as White and some identify as Black, and many identify as neither. Nonetheless,
most have both European and indigenous ancestors and therefore may identify as mestizo (de las Fuentes et
al., 2003).

In understanding Latinx culture, two factors are especially significant: bilingualism and the importance of the
family. Bilingualism, or knowing two languages, is important because Latinx children often grow up with two

145



languages and thus two cultures. Often, Spanish is the language of home and family, and English the
language of school and job. Latinx immigrants may know no English at first, and this language barrier is a
problem in finding employment and in other areas of daily life.

Latinx daily life is focused on the family, demonstrating familismo. Familismo is defined as a sense of
obligation to and connectedness with both one’s immediate and extended family (Hernández et al., 2010).
Thus, traditional Latinas tend to place a high value on family loyalty and on warm, mutually supportive
relationships. Family solidarity and ties to the extended family are vital (de las Fuentes et al., 2003). As a
result, a young Latina is likely to be “mothered” not only by her own mother, but by her aunts or
grandmothers as well. In many ways, familismo can seem at odds with dominant U.S. culture, which places a
high value on individualism. And for employed Latinas, this emphasis on family can be especially stressful, as
they are expected to be the preservers of family and culture and must juggle multiple roles to do so.

Familismo: In Latinx culture, a sense of obligation and connectedness with both one’s immediate and extended family.

As with Asian American women, the process of migration is also critical in understanding the background of
Latinx women. While the majority of Latinx were born in the United States, approximately 35% are foreign
born (U.S. Census Bureau, 2016b). These differences in migration contribute to diversity in the experiences
and needs of Latinx.

The Cultural Heritage of American Indian Persons

American Indians and Alaska Natives make up 1.2% of the population of the United States (U.S. Census
Bureau, 2015). Just as we have recognized subcultural variations for people of other ethnic groups, we must do
the same for American Indians, this time recognizing tribal variations. American Indians come from 550
different federally recognized tribes, as well as other tribes, and 220 Alaska native villages (Trimble, 2003).
Indian societies were invaded by European Americans, so many current Indian practices resemble European
American culture as a result of forced acculturation, Christianization, and economic changes (LaFromboise et
al., 1995).

Historical trauma is an important concept in discussions of American Indians (Brave Heart, 2003; Gone,
2009). Historical trauma refers to cumulative psychological wounding over generations resulting from massive
group trauma. For American Indians, historical trauma occurred with the invasion of and colonization by
Europeans in the 1700s and 1800s, the murder of countless Native people, and being forced onto reservations.
Women were sterilized without their consent and their children were forcibly abducted from them. The
children were sent to institutions, where they were mistreated and punished for speaking their Native
languages, so that they could be assimilated into White culture (Native American Rights Fund, 2013). These
practices persisted into the mid-20th century. As one woman reported,

Historical trauma: Cumulative psychological wounding over generations resulting from massive group trauma.

[The residential school] is where I encountered all forms of abuse. . . . The form of discipline (the priest)
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used to give us was physical discipline. Used to get strapped. . . . We used to run away, too. I was trying
to run away from that pain. We were trying to run away from the way we were treated. But when we . . .
were caught, they used to shave our head. . . . I’m the victim of sexual abuse, too, by the priest. . . . I
couldn’t study and I couldn’t concentrate across all that pain I carried there. (quoted in Gone, 2009, p.
755)

This historical trauma continues to affect American Indians today. Efforts by coalitions of American Indian
tribes, such as the National Native American Boarding School Healing Coalition
(www.boardingschoolhealing.org/), continue to seek reparations for these abuses against Native children and
culture. While American Indians display resilience in the face of historical trauma (LaFromboise et al., 2006),
their experiences of oppression and marginalization continue.

The Spirit World is essential to Indian life, and especially to the life of Indian women. Women are seen as
extensions of the Spirit Mother and as keys to the continuation of their people (LaFromboise et al., 1994).
Another important part of American Indian life is a harmonious relationship with the Earth. The Earth is
referred to as Mother Earth, and women are seen as connected with this important part of existence.

Thus American Indian women see themselves as part of a collective, fulfilling harmonious roles in the
biological, spiritual, and social realms: Biologically, they value being mothers; spiritually, they are in tune with
the Spirit Mother; and socially, they preserve and transmit culture and are the caretakers of their children and
relatives (LaFromboise et al., 1990).

The Cultural Heritage of African American Persons

Over 13% of Americans identify themselves as Black or African American (U.S. Census Bureau, 2015). As
with each of the ethnic groups discussed in this chapter thus far, considerable subcultural variations exist. One
concerns whether the individual was born in the United States and descended from people brought here
involuntarily as slaves, compared with those who are voluntary immigrants from the Caribbean or Africa.

Photo 4.5 The author and activist Mary Crow Dog (also known as Mary Brave Bird and Mary Ellen Moore-
Richard) was a Lakota Sioux woman who grew up attending the St. Francis Boarding School on the Rosebud
Sioux Reservation in South Dakota, where she was taught to practice Christianity and not to speak her native
Sioux language. She was punished for speaking out against the abuses she and other children experienced at
the boarding school.
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Multiple factors shape the cultural heritage of African American persons, including the heritage of African
culture and the experience of slavery and continued racial oppression in America (Staples, 2006). These
factors have varied somewhat by gender, although there are also differences. Today, two characteristics of the
African woman’s role are maintained: an important economic function and a strong bond between mother and
child (Greene, 1994). African women have traditionally been economically independent, functioning in the
marketplace and as traders. Black women in the United States continue to assume this crucial economic
function in the family to the present day. Mother–child bonds also continue to be extremely important in the
structure of Black society.

The concept of historical trauma, discussed earlier for American Indians, is also important for African
American people (Williams-Washington, 2010). For African Americans, the massive group trauma began
with the period of slavery and continued with Jim Crow laws and then mass incarceration. The repercussions
of these forms of oppression persist today.

African American culture, like that of other people of color, and in contrast to European American society,
emphasizes the collective over the individual (Fairchild et al., 2003). It recognizes the important connections
between generations, and it is concerned with the individual’s harmonious relationship with others (Myers et
al., 2000), in contrast to the individualism of contemporary White culture and contemporary White
psychology.

In the 1800s, when it was popular in the United States to put White women on a pedestal, Black women were
viewed as beasts of burden and subjected to the same demeaning labor as Black men (Dugger, 1988). Angela
Davis (1981) argued that this heritage created an alternative definition of womanhood for Black women, one
that includes a tradition of “hard work, perseverance and self-reliance, a legacy of tenacity, resistance, and an
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insistence on sexual equality” (p. 29). This is also an example of intersectionality: Womanhood is constructed
differently across different racial/ethnic groups. Some researchers have found that this construction of Black
womanhood contributes to the stereotype of the “strong Black woman,” which can be both aspirational and
constricting for Black women (Abrams et al., 2014; Etowa et al., 2017).

Focus 4.2 Women and Islam

Photo 4.6 Around the world, there is diversity in the practice of veiling among Muslim women.

©iStockphoto.com/Juanmonino.

The Prophet Muhammad founded Islam around 610 CE (Common Era, or AD). Muhammad advocated more equal treatment for
women than could be found in the cultures of the time. For example, female infanticide was practiced widely in those cultures, but
was prohibited under Muhammad. After Muhammad’s death, conditions for women worsened. Women were increasingly confined
to the private sphere of the home. This seclusion of women ensured that they would not participate in the public sphere of
government and business.

Islam, much like other religions such as Christianity and Judaism, is not uniform. Islamic law and religion and their implications for
women are interpreted differently across various Muslim cultures. For example, two major divisions within Islam are the Sunni and
the Shi’a; Sufi is a third, smaller branch. Worldwide, the majority of Muslims are Sunni.

Similarly, there is diversity in the practice of veiling or wearing hijab. Today, three nations mandate that women be covered: Iran,
Sudan, and Saudi Arabia. In contrast, in Turkey, a secular state, women are forbidden from wearing headscarves in, for example,
driver’s license photos. In Afghanistan, Pashtun women wore the chadri (a full-body covering that also covers one’s face, except for
mesh fabric over one’s eyes) prior to the time of Muhammad and most continue that practice today. Yet this type of veiling is illegal
in some countries such as France, where Muslims are a religious minority.

The Qur’an, or Koran (Islam’s holy scripture, revealed to the Prophet), is clear that women should participate equally with men in
religious observances. Over time, though, this principle has been lost. The Qur’an gives women the right to inherit property and to
divorce, revolutionary ideas at the time. Although several Islamic cultures today practice the stoning of women if they commit
adultery, this practice is not stated in the Qur’an. In short, many of the practices that oppress women in Islamic nations are the result
of culture, not Islam. Female circumcision is a good example; it is not mandated in the Qur’an.

There are about 3.3 million Muslims in the United States today. Many Muslim women are immigrants or descendants of
immigrants from Arab nations. In addition, some African American women practice Islam.

Today, Islamic women in many nations struggle for equal rights, but they do so in the context of intense and sometimes violent
religious and political conflict. Terrorist organizations such as ISIL (the Islamic State of Iraq and the Levant) and Boko Haram
claim to be representative of Islam, but they are rejected by the vast majority of Muslims around the world.

Sources: Mohamed (2016); Sechzer (2004); Wyche (2004).

Gender Roles and Ethnicity

A basic tenet of intersectionality is that gender and race/ethnicity are interconnected. Gender roles are
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constructed within the cultural context of a particular ethnic group and the broader political system, so it is
not surprising that both similarities and differences exist in gender roles across diverse racial/ethnic groups.
Moreover, we should keep in mind that strict gender roles rooted in the gender binary may create a
particularly challenging developmental context for queer and trans persons. Yet very little research on this

topic is available.

In the context of the cultural heritages of people of color in the United States, let us consider the gender roles
that have evolved within these diverse communities.

Gender Roles Among American Indian Persons

Today it is clear that the early work of anthropologists misrepresented women’s roles in American Indian
culture (LaFromboise et al., 1990). Their work demonstrates how gender bias and race bias can easily affect
research in the social sciences. For starters, the researchers were men and non-Indian. As such, they focused
on male activities and had greater access to male informants. A stereotyped dichotomy of American Indian
women as either princess or squaw emerged, much like the saint/slut dichotomy that was drawn for Victorian
White women. In addition, because the anthropologists were not Indian and thus were outsiders, they were
able to observe only the public sphere and how Indians interacted with outsiders. Since, in some tribes,
dealing with outsiders was an activity assigned to men, researchers overestimated men’s power within the
tribe. They were not witness to women’s interactions and powerful roles within the private sphere. And some
tribes had a matrilineal system of inheritance, meaning that women could own property, which would be
passed from mother to daughter. After a long legacy of White violence against American Indians, Indian
women were unlikely to share their intimate rituals or feelings with these outsiders. In sum, researchers had
only a vague and imprecise sense of American Indian women’s roles.

For example, it was reported that, during their menstrual periods, American Indian women were isolated from
their tribe and its activities and kept in a secluded menstrual hut, based on the Native view that women were
contaminated at this time (e.g., Stephens, 1961). Yet firsthand accounts from Indian writers provided a
different interpretation (LaFromboise et al., 1990). Menstruating women were not shunned as unclean, but
rather were considered extremely powerful, with tremendous capacities for destruction. Women’s spiritual
forces were thought to be especially strong during menstruation, and women were generally thought to
possess powers so great that they could counteract or weaken men’s powers. The interpretation matters—
shifting from a view of a shunned, powerless woman to that of a too-powerful woman.

While there are considerable variations across tribes, there were also shared values. For example, an American
Indian woman’s spirituality, extended family, and tribe were central to her identity and gender role
(LaFromboise et al., 1990). Collectivity and harmony with the spiritual world, the world of one’s family and
tribe, and the natural world were emphasized. In addition, women’s status increased with their age. Older
women were respected for their wisdom and for their knowledge of tribal history, healing, and the sacred
(LaFromboise et al., 1995). Some American Indian women advocate a return to these traditional values
associated with women’s roles, while at the same time cultivating the skills of the dominant European
American culture—a combination known as bicultural competence (LaFromboise et al., 1995).
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The evidence shows that some American Indian tribes had a system of egalitarian gender roles, in which
separate but equally valued tasks were assigned to men and women (Blackwood, 1984). While some tribes,
such as the Klamath, had these egalitarian patterns, it is important to keep tribal variations in mind.

In addition, some tribes, such as the Canadian Blackfeet, had institutionalized alternative female roles. In
these roles, women might be expected to express “masculine” traits or participate in male-stereotyped activities
while continuing to live and dress as a woman. For example, there was the role of the “manly hearted woman,”
a role that an independent and aggressive woman could adopt. There also was a “warrior woman” role among
the Apache, Crow, Cheyenne, Blackfoot, and Pawnee tribes (e.g., Thomas, 2000). In some cases, we might
understand these alternative female roles as reflecting a third gender or a transgender identity.

In Chapter 1, we introduced the Two Spirit, a third or fourth gender category found within some American
Indian tribes. Two Spirits are people who feel they possess both male and female spirits. Traditionally, Two
Spirit people performed important and unique roles in their communities, such as serving as medicine people
or community leaders or bestowing sacred names (Robinson, 2017). For example, the Zuni Pueblo Two Spirit
We’wha served as a cultural ambassador to the U.S. federal government for her tribe. In some cases, Two
Spirit people might also be involved in masculine or feminine tasks, such as hunting, fighting, preparing food,
or making pottery or baskets. Today, Two Spirit people may be found performing a variety of tasks and
working in diverse careers, much like other members of their tribes.

Gender Roles Among African American Persons

As noted earlier, research on African Americans and other people of color tends to be limited by a critical
methodological issue. The issue is that race/ethnicity and social class are often confounded. Black people tend
to be overrepresented among the poor and White people tend to be overrepresented among the middle class
and wealthy, so it is often unclear whether differences between Black and White Americans should be
attributed to race/ethnicity, social class, or both. In general, research techniques have not been powerful
enough to completely address this confound. As we review the material on gender and ethnicity, keep in mind
that much of what seems to be ethnic group differences may have much to do with social class differences as
well.

For African American women, the multiple roles of parent, worker, and spouse/partner have been a reality for
generations. This stands in contrast to the situation for White middle-class American women, for whom
these multiple roles are more recent (this issue is discussed more generally in Chapter 9). Motherhood
remains a primary definer of the female gender role, but African American women have typically taken on
additional roles, such as worker and head of household. Black women generally expect that they must hold
paying jobs as adults (Greene, 1994), and this expectation has important consequences for their educational
and occupational attainments, as we shall see later.

An intersectional approach demonstrates that, across racial/ethnic groups, women have different experiences.
For example, in 2015, 49.5% of Black family households (that is, households with children under age 25) were
maintained by single women, compared with 16.3% of White families (U.S. Census Bureau, 2016b). This
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discrepancy has increased over time. For example, only 25% of Black families were headed by women in 1965
(Dickson, 1993). A number of factors contribute to the greater rates of female-headed households among
African Americans.

1. Lower heterosexual marriage rates among African Americans. Among Black women in 2015, 26% were
married (U.S. Census Bureau, 2016a). At the same time, 18% were divorced or separated and 48% had
never been married. For comparison, among White women, 51% were married, 15% were divorced or
separated, and 24% had never been never married. This pattern of lower marriage rates is a result of
many of the factors listed below.

2. The obstacles African American men have encountered in seeking and maintaining jobs necessary to support
their families (Harknett & McLanahan, 2004). Since World War II, the number of manufacturing jobs
in the United States has declined dramatically. These jobs were a major source of employment for
working-class Black men. The result has been a decrease in working-class jobs and an increase in
joblessness among Black men (Byars-Winston et al., 2015).

3. The unequal gender ratio among African Americans (Stockard et al., 2009). The most recent census found
that, among adults, there were only 83 Black men for every 100 Black women, compared with 95 White
men per 100 White women (U.S. Census Bureau, 2010a). This gender ratio is driven by two factors:
Black men’s higher incarceration rates and early death rates (Wolfers et al., 2015).

4. Interracial dating and marriage patterns of Black men. For example, Black men are far more likely to
marry White women than Black women are to marry White men (Wang, 2015).

Among older adults as well, the role of Black women differs from that of White women. The feelings of
uselessness and the lack of roles experienced by White women in their youth-oriented culture are less
common among African Americans. The extended-family structure among African Americans provides a
secure position and role for older women. The “granny” role—helping to care for young grandchildren, giving
advice based on experience—is a meaningful and valued role for the older Black woman (Greene, 1994).
Older Black women have a more purposeful and respected role than elderly White women do. This respect for
older women and their wisdom is also found among American Indians.

Gender Roles Among Asian American Persons

It is common to think of Asian Americans as the “model minority.” In 2015, for example, the median annual
income was $48,313 for Asian American women, higher than for women of any other ethnic group, including
European Americans (U.S. Census Bureau, 2015). At the same time, over 49% of Asian American women
graduated from college, also higher than for women of any other ethnic group (see Table 4.1; U.S. Census
Bureau, 2016a). Nonetheless, feminist Asian Americans note that Asian American women are victims of both
racism and sexism. For example, the model minority stereotype hides the trauma and struggle of refugees, as
the earlier discussion of Khmer refugee women illustrated. And distorted stereotypes remain in the mass
media (Marchetti, 1993), such as the Asian man as the violent Kung Fu warrior.

Photo 4.7 The “granny” role is a meaningful and valued role for older Black women, who are respected within
the family.
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At least five stereotypes about Asian American women are widespread (Root, 1995). The first is female
subservience, deriving in part from women’s lower status in countries such as China and Japan. The second
stereotype is that Asian American women are exotic sex toys. The third is the Dragon Lady stereotype, in
which Asian American women are depicted as diabolical wielders of power. A variation on this stereotype is of
the cold and demanding Tiger Mother. The dichotomy between the subservient stereotype and the Dragon
Lady stereotype reinforces good girl/bad girl dualities, and the Asian American woman who fails to be
subservient may be quickly cast as a Dragon Lady. The fourth stereotype is the sexless worker bee, which
includes women who work as domestics or garment workers. The fifth stereotype is the China doll, the idea
that Asian American women are fragile and innocent.

The expectations from traditional Asian culture—for family interdependence, preservation of group harmony,
and stoicism—are closely connected to Asian American women specifically. As part of their bicultural
existence, Asian American women experience gender role conflict between the gender roles of their traditional
Asian culture and modern American culture, which prioritizes independence and individuality.

Gender Roles Among Latinx Persons

Gender roles are strictly defined in traditional Latin American cultures (Raffaelli & Ontai, 2004). Gender
roles are emphasized early in the socialization process for children and are reiterated across development
(Umaña-Taylor et al., 2009). For example, Latino boys are given greater freedom, encouraged in sexual
exploits, and not expected to share in household work. By contrast, Latina girls are expected to be passive,
obedient, and feminine, and to stay in the home caring for the needs of others.

These traditional roles are epitomized in the cultural ideals of machismo and marianismo (Miville et al., 2017).
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Machismo, or macho, refers to the mystique of manliness or male gender norms, literally meaning “maleness”
or “virility.” The cultural ideal of machismo among Latin Americans assumes heterosexual marriage and, in
that context, mandates that the man must be the provider and the one responsible for the well-being and
honor of his family (Glass & Owen, 2010). Men hold a privileged position and are to be treated as authority
figures.

Machismo: The ideal of manliness in Latinx culture.

There are both positive and negative sides of machismo (Arciniega et al., 2008). Caballerismo, rooted in the
Spanish word caballero, is an ideal of a Spanish gentleman with good manners and ethics. It is much like the
English chivalric code for knights. As the positive side of machismo, it emphasizes chivalry and the centrality
of the family. Yet the negative side of machismo tends to be overemphasized in research and popular culture.
It has come to include sexist or chauvinistic attitudes and behaviors, including the glorification of sexual
conquests and even violent physical domination of women. Of course, such hypermasculinity is also common
among European Americans.

Marianismo is the female complement to male machismo (Castillo et al., 2010; Miville et al., 2017). The
ideal of marianismo is rooted in the Catholic worship of the Virgin Mary and holds that women must emulate
her. That is, women are expected to be chaste, obedient, modest, and pious, and thus capable of enduring the
suffering inflicted by men. Latin American cultures attribute high status to motherhood, and higher status is
given to Latinas who are mothers. Women are expected to be self-sacrificing in relation to their children and
the rest of their family. On the surface, the machismo and marianismo roles may seem to endorse male
domination and female subordination, but the situation is complex. Women who excel in the marianista role
come to be revered as they grow older and their children feel strong loyalty and deference to them, such that
they wield considerable power within the family.

Marianismo: The ideal of womanliness in Latinx culture.

In sum, the traditional gender roles for Latinos and Latinas are complementary but complex. Machismo
includes both positive and negative sides, emphasizing both dominance and chivalry. And marianismo
involves passivity and subservience, but this generalization masks the powerful roles that women play within
the family.

Immigration

A topic that is of personal significance to many people, including people of color, is immigration. In the
United States today, one-quarter of the population is either first- or second-generation American, meaning
that they or one of their parents were born in another country (U.S. Census Bureau, 2013). In general, three
broad factors drive migration. People migrate from one country to another because the want to reunite their
family, to find work, or to seek humanitarian refuge or asylum (American Psychological Association [APA]
Presidential Task Force on Immigration, 2012).
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While the United States and Canada both have rich histories of immigration, the topic has also been
controversial in large part because of perceived racial, ethnic, and religious differences, as well as perceptions
that immigrants will receive valuable jobs or threaten public safety (Murray & Marx, 2013). For example, in
the United States, Italian immigrants were once discriminated against, in part, because they were perceived as
not White. Today, immigrants from many Middle Eastern and Muslim-majority countries experience similar
discrimination. Here we briefly introduce some of the psychological aspects of immigration. We focus on
immigrant experiences in the United States but note that experiences elsewhere are both similar and different.

Broadly, people moving into the United States from other countries can be grouped according to their status
as (a) legal immigrants, (b) undocumented immigrants, and (c) refugees. Legal immigrants are people who
have legal authorization (e.g., a green card or visa) to live in the United States. Undocumented immigrants are
people who lack such authorization. Refugees are people who have been forced to flee their home countries
because of persecution, war, or violence.

For any of these three groups, the process of migration can be extremely stressful and risky (Lueck & Wilson,
2011; Yakushko & Espín, 2010). For a woman who leaves her homeland and friends, acute feelings of loss
and grief are to be expected. Among refugees, girls and women are considered the most vulnerable (UNHCR,
2017). As described earlier, refugee women (such as those fleeing the Khmer Rouge regime) are particularly at
risk for severe stress and PTSD.

According to the UNHCR (2017), there are 21.3 million refugees in the world, the vast majority of whom are
never able to resettle or find safe, permanent homes to rebuild their lives. As people fleeing persecution, war,
or violence, most refugees have experienced considerable trauma, possibly including unexpected and sudden
loss of friends and family members, sexual violence, and torture, as well as witnessing violence. As they flee
their home countries, they may encounter additional stressors such as lack of access to basic necessities like
food, clean water, and physical safety, as well as unemployment. If refugees do not speak the language of their
postmigration host country, and/or if the citizens of that country are not welcoming, they may face continued
stress and feelings of isolation, sadness, and fear. One study with Syrian refugees found that 33.5% have
PTSD, with women’s rates being four times higher than men’s (Alpak et al., 2015). A review of such research
showed that stress-related symptoms such as sleep disturbances, changes in appetite, dizziness, migraine
headaches, and repeated vomiting are common (Ghumman et al., 2016). Making psychological services
available to refugees is important for their well-being and reducing PTSD and depression within this
vulnerable population.

When we speak of immigration for any of these groups, a critical psychological concept is acculturation.
Acculturation is the process of psychological and behavioral change that one undergoes as a result of long-
term contact with another culture, including the adoption of values, customs, norms, attitudes, and behaviors
from that culture (APA Presidential Task Force on Immigration, 2012; Yoon et al., 2013; Zea et al., 2003).
For example, because of acculturation, the culture of Mexican Americans is different from both the culture of
Mexico and the dominant European American culture of the United States. Mexican American culture is
based on the Mexican heritage, modified through acculturation to incorporate European American
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components. Similar diversity is seen with other immigrant groups in the United States. Acculturation
includes multiple dimensions, such as language use, norms, and attitudes. The process may vary based on age,
in that, relative to older immigrants, younger immigrants tend to adopt and incorporate the host culture more
quickly and may not retain their origin culture (APA Presidential Task Force on Immigration, 2012).

Acculturation: A multidimensional process of psychological and behavioral change one undergoes as a result of long-term contact
with another culture, including the adoption of that culture’s values, customs, norms, attitudes, and behaviors.

Acculturation can be a stressful process, particularly if there is conflict between one’s native culture and host
culture. Acculturative stress refers to the stress of acculturation and may happen because of the pressure to
both maintain values from one’s native culture and adopt behaviors and norms of one’s host culture (APA
Presidential Task Force on Immigration, 2012). Still, in general, acculturation is associated with positive
outcomes.

Acculturative stress: Specific stress of the acculturation process.

Education

Education has long been a valued path for people of color and immigrants to the United States seeking to
improve their job success, their status, and their standard of living. Worldwide, education and literacy are
critical issues for women: Two-thirds of the illiterate adults in the world are women (UNESCO, 2008).
Therefore, as we examine women’s achievements, it is important to look at education.

Photo 4.8 A Syrian refugee family. There are 21.3 million refugees in the world, most fleeing persecution,
war, or violence in their home countries.

Anadolu Agency/Getty Images.

Table 4.1 shows the educational attainments of Americans broken down by gender (as a binary) and ethnicity,
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as the U.S. Census Bureau reports. Focusing first on the section of the table that deals with high school
graduation, you can see that although there is some problem with high school dropouts among Whites,
African Americans, and Asian Americans, basically about 80% to 90% of each group does graduate from high
school. Graduation rates are considerably lower for Hispanic men and women, but many are immigrants from
countries with little access to education. Another interesting pattern is that, across ethnic groups, the
graduation rates for women and men are similar.

Source: U.S. Census Bureau (2016a).

The section on those who graduate from college indicates a pattern of gender similarities in these recent years.
That is, women’s rates of graduating from college are similar to men’s. The ethnic differences in college
graduation rates, however, are stark.

Beyond these statistics are also important issues regarding the intersection of race discrimination and sex
discrimination in the schools. Even elementary school children can identify race discrimination by teachers
toward students in stories read to them (Brown, 2006). A study of gender and racial discrimination in high
schools investigated both discrimination by peers and classroom discrimination by teachers in a sample of
Black youth (Chavous et al., 2008). In general, the study found that Black boys were stereotyped more
negatively than Black girls or White youth and that Black boys reported more peer discrimination and
classroom discrimination than Black girls did. These experiences of discrimination can affect school
performance and students’ sense of the importance of school. Boys’ experience of discrimination was
negatively associated with their GPA; in other words, boys who reported more discrimination had lower
GPAs. Yet the same pattern did not hold for girls. In sum, racist stereotypes are gendered and they seem to
affect boys and girls differently.

In predominantly White colleges and universities, women of color may experience the paradox of
underattention and overattention. On the one hand, their comments may be ignored or they may not receive
the help they need in a lab. On the other hand, if the discussion focuses on women of color, they may be
called on to represent the views of all women of their ethnic group. They are “othered” and treated differently
based on their race.

Focus 4.3 Affirmative Action

In 2016, the U.S. Supreme Court ruled in Fisher v. University of Texas at Austin that universities could include race as a factor in
admissions decisions to promote student diversity on campus, bolstering the constitutionality of affirmative action programs.
Affirmative action is a controversial topic in the United States, with some arguing that it is absolutely necessary to achieve diversity
and make up for historic wrongs and others arguing that it is unfair and runs counter to American principles of succeeding purely on
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one’s merit. The treatment of both women and people of color is at the center of the debate.

Affirmative action can be defined as “voluntary and mandatory efforts undertaken by federal, state, and local governments; private
employers; and schools to combat discrimination and to promote equal opportunity in education and employment for all” (American
Psychological Association, 1996, p. 2). Affirmative action is generally considered to have two goals: eliminating discrimination
against women and ethnic minorities and righting the effects of past discrimination.

Can psychological data shed any light on whether affirmative action is a beneficial policy? Psychologist Faye Crosby and her
colleagues analyzed the potential costs and benefits, as judged by the available data, as follows (Crosby, Iyer, Clayton, et al., 2003;
Crosby, Iyer, & Sincharoen, 2006).

Potential Benefit: Enhanced Diversity and Achievement

The idea here is that affirmative action increases diversity—whether in the workplace or in the student body—and that this diversity
is itself beneficial. The first question, then, is whether affirmative action actually increases diversity. Analyses by economists indicate
that affirmative action has been very effective at increasing the numbers of women and people of color at all organizational levels. As
for benefits in the workplace, research shows that diversity introduces more points of view into an organization, which can enhance
the organization’s problem-solving capacity. Laboratory studies show that ethnically diverse workgroups generate a wider range of
ideas of higher quality, compared with homogeneous workgroups. A diverse workforce also helps firms create and market products
to new populations.

Photo 4.9 In diverse classrooms and schools, prejudice is reduced and cross-racial friendships are fostered.

©iStockphoto.com/gradyreese.

Turning to diversity in colleges and universities, one benefit is that students learn more and think more critically when they are
exposed to more heterogeneous learning environments, whether the learning environment is other students or faculty (Bowman,
2010). A second benefit is that a diverse student body helps prepare all students for the multicultural interactions they will have in
modern American society. Third are benefits to society as a whole; meta-analytic evidence indicates that, compared with their White
peers, students of color are more likely to become civic leaders later in life (Bowman, 2011).

Enhanced diversity also promotes a better climate for students of color. In nondiverse educational settings, students of color
experience higher rates of microaggressions (McCabe, 2009). By contrast, in diverse educational settings, prejudice is reduced and
cross-racial friendships are fostered (Levine & Ancheta, 2013).

Potential Cost 1: Violation of Principles of Merit and Justice

Opponents of affirmative action argue that decisions about hiring or college admissions should be made on merit alone and that
American principles of justice are violated when factors such as gender or ethnicity are taken into account. Crosby and her colleagues
concluded, however, that almost all measures of merit are flawed and/or somewhat subjective and therefore influenced by decision
makers’ prejudice. As an example of a flawed measure, the SAT generates much lower scores for Black and Latinx test takers and
some Asian Americans (Cambodian, Filipino), yet those students with much lower scores go on to earn only slightly lower grades
and graduate at only slightly lower rates, compared with their White peers. Similar findings, discussed in Chapter 8, indicate that
women score lower than men on the SAT Math, but then earn better grades in college. And a large data set from the University of
California indicates that SAT scores do not predict grades if socioeconomic status is controlled in the analysis. In short, the
argument that decisions should be made on merit alone assumes that we have perfect measures of merit, but we do not.

158



The other issue with merit is that, often, subjective judgments are made by people such as the person doing the hiring, the supervisor
evaluating the employee for promotion, or the college admissions officer. A massive amount of data from social psychology indicates
that Americans—including supervisors and college admissions officers—hold sexist and racist prejudices, but the prejudices are
implicit so the person thinks that they are being entirely fair. Again, these individuals may think that they are making decisions
based purely on merit, but the data indicate that they are at least in part responding to implicit gender and ethnic stereotypes.

Potential Cost 2: Undermining the Self-confidence of the Beneficiaries

Another argument is that if people know they are affirmative action hires or affirmative action admissions, that will undermine their
self-confidence, making them feel inferior to their coworkers or classmates. Contrary to this argument, social psychologists’ research
shows that people have a number of self-protective psychological processes that buffer them from undermining. When they
encounter negative treatment, women and people of color may attribute it to sexism or racism and their self-confidence remains
intact. All this assumes, of course, that the hiring was based not only on affirmative action but also on qualifications, which is almost
invariably the case. As one Black woman said,

I believe in Affirmative Action. My view of Affirmative Action is that it is long overdue. . . . And my thing is (picking up the
audio recorder and placing it close to her mouth), I don’t care how I got here, dammit! Move over! I’m coming for that seat.
What really throws people is that they say, “You just got here.” So! I’m here now! And I’m doing just as good or even better
than most of the folks here. They let a whole lot of White folks in this school that had no business being in here and they
always want to throw up GPA and SAT scores and all this crap. How did Bush go to Yale? (quoted in Gutter, 2002, p. 100)

Crosby and her colleagues concluded that, on balance, affirmative action policies have far more benefits than costs. In addition, these
findings affirm that rulings such as Fisher v. University of Texas at Austin, in allowing race-conscious admissions decisions at
universities, promote more diverse educational settings, which in turn foster higher achievement and a more positive climate across
contexts.

As we consider the educational experiences of women of color, it is important to recall the important research
on stereotype threat, discussed in detail in Chapter 3 (e.g., Spencer et al., 2016; Steele, 1997; Steele &
Aronson, 1995). According to that research, every time a Black woman takes a calculus test, she is likely to
experience double stereotype threat because women—and Black people—are stereotyped as bad at math. Even
if she is academically talented, she may be seized with worries that she will confirm stereotypes, and as a
result, her performance suffers. The same is true for Latinas and American Indian women. Stereotype threat
poses a serious barrier to educational attainment for women of color, and meta-analysis shows that the effects
of stereotype threat on math performance are greater for women of color (Spencer et al., 2016).

In summary, in this section on education we have examined the intersection of race and gender at two levels:
the microlevel (classroom interactions and stereotype threat) and the macrolevel (statistics on degrees awarded
to people of color in the United States). Two important points emerge from this discussion:

1. Gender and race are powerful factors in classroom dynamics, whether in elementary school or college.
Women of color may receive stereotypical responses that encourage neither their academic achievement
nor their sense of their own academic competence.

2. With the exception of Asian Americans, women of color in the United States are not graduating from
college or pursuing graduate education at a rate comparable to that of Whites. This lack of education in
turn precludes many occupations and limits earnings. Therefore, the recruitment and retention of
women of color in higher education need to be top priorities.
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Mental Health Issues

Racism pervades the history of clinical psychology and its treatment of people of color in the United States.
For example, the census of 1840 reported that African Americans in the Northern states had far higher rates
of psychopathology than African Americans in the slave states. Psychiatrists of the day interpreted this finding
as indicating that the supervision and control that slavery provided were essential to African Americans’ well-
being. In other words, the data and methods of social science were used to defend slavery as beneficial for
African Americans (Deutsch, 1944). While that part of the census data was later found to have been
fabricated, the official record remained uncorrected and the damage was done.

In the early 1900s, psychologists advanced theories that perpetuated racial stereotyping. For example, it was
theorized that African Americans were innately happy-go-lucky and therefore immune to depression
(Landrine, 1988; A. Thomas & Sillen, 1972). This bias persisted through the 20th century, when depressed
African Americans were likely to be misdiagnosed, often as schizophrenics (Landrine, 1988; Simon et al.,
1973).

Today, research clearly demonstrates that experiences of oppression based on gender, race/ethnicity, and
sexual orientation can be a source of both short-term and long-term stress, and stress undermines mental and
physical health (e.g., Russo, 2010; Spencer et al., 2010). For example, in a study with Asian Americans,
Hispanic Americans, and African Americans, researchers found that individuals’ perceptions of racist
discrimination were linked to depression, PTSD, and substance abuse, as well as other mental health issues
(Chou et al., 2012). Researchers have identified the experience of race-based traumatic stress among people of
color (Carter, 2007). Race-based trauma occurs when a person experiences a sudden, unexpected, and
emotionally painful encounter, such as being racially profiled by police. In turn, the person’s reaction may
include arousal or hyperviligance, intrusion or reexperiencing, and avoidance or numbing, which are
characteristic of PTSD (discussed further in Chapter 14). The person may also experience depression, anger,
physical symptoms, and low self-esteem.

Still, contemporary psychology may not be a good fit for all racial/ethnic groups. For American Indians, the
definition of well-being and the method of treating disturbances are at odds with mainstream psychotherapy
in the United States (Gone, 2009). In most American Indian cultures, a person is considered to be well
psychologically when they are peaceful and exuding strength through self-control and adherence to their
cultural values (LaFromboise et al., 1990). Yet when a person is unwell, traditional healing systems are used,
which involve a community process that helps the individual while also reaffirming the norms of the
community; the process is holistic and naturalistic (LaFromboise et al., 1995).

Whether on the reservation or off, American Indian women experience intense stressors, but they appear to be
reluctant to use mental health services (LaFromboise et al., 1995). In part, this reluctance is caused by the fact
that they view the existing services as unresponsive to them and their needs. American Indians who do use
mental health services often express concern that these services guide their behavior in a direction that is at
odds with their Native culture.
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At another corner of the gender-ethnicity intersection, Asian American women also experience stresses from
racism and sexism. Yet, compared with European Americans, Asian Americans underutilize mental health
services (Abe-Kim et al., 2007; Kimerling & Baumrind, 2005). For a long time, the explanation was that
Asian Americans simply have a low rate of mental disturbance. Today, it seems more accurate to say that,
while mental illness is stigmatized broadly, the stigma and shame are especially strong within Asian American
cultures, so individuals are reluctant to seek help until a true crisis has developed. And when Asian Americans
do seek therapy, they often find that it is not sensitive to the values of their culture (Root, 1995).

As these studies demonstrate, an important task for clinical psychology is to develop culturally sensitive
methods of psychotherapy (American Psychological Association, 2003). An additional, related task is to
increase the number of psychologists of color, who can bring valuable cultural sensitivities and competence to
therapeutic and research settings. Guidelines on providing affirmative care to transgender and gender
nonconforming people of color are also available (Chang & Singh, 2016). Such guidelines include examining
the intersectionality of race/ethnicity and gender identity, reflecting on one’s own race/ethnicity and gender
identity, and assessing client strengths and resilience in coping with multiple oppressions.

Feminisms of Color

As members of multiply marginalized groups, women of color have unique perspectives on sexism and racism.
Women of color have emerged as powerful forces in the feminist movement, shaping feminism to be more
inclusive of the diversity of experiences and priorities among women (Comas-Diaz, 1991; Hurtado, 2010;
Sinacore & Enns, 2005). Women of color feminism or feminisms of color tend to be critical of White feminists
who have focused exclusively on “universal” female experiences (e.g., reproductive freedom) while ignoring
both the diversity in women’s experiences and their own privileged status as Whites (Bryant-Davis & Comas-
Díaz, 2016; Enns & Sinacore, 2001).

At the same time, some people of color have been critical of civil rights and other social justice activist groups
for marginalizing the voices and experiences of women of color. For example, the #SayHerName movement
emerged in response to the Black Lives Matter movement’s tendency to focus on anti-Black violence and
police brutality against Black men while ignoring similar violence against Black women (African American
Policy Forum, 2015). The explicitly intersectional perspective of #SayHerName emphasizes how racism and
sexism contribute to the marginalization of and violence against Black women and girls.

Photo 4.10 The #SayHerName movement is an explicitly intersectional activist movement focused on ending
violence against Black women and girls.
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New York Daily News/Getty Images.

Womanism (or Black feminism) is a feminist perspective grounded in the experience of Black women in the
United States (Boisnier, 2003; Collins, 1989; James & Busia, 1993; Ransby, 2000; Walker, 1983). Although
womanism formally emerged in the context of mainstream feminism dominated by White women in the
1970s and 1980s, its historical origins go back much further. It is evident in the activism of Sojourner Truth,
Ida Wells-Barnett, and Fannie Lou Hamer, among others, and also in the actions of common Black women
and their everyday acts of resistance, beginning in the days of slavery (Collins, 1989). Womanism explicitly
considers the intersecting oppressions of racism and sexism, forming the foundation of intersectionality theory
(Else-Quest & Hyde, 2016). In her writing about womanism, the author Alice Walker (1983) described the
commitment to the survival and wholeness of people of color—not just women of color—and emphasized
how sexism, racism, and classism are important.

Womanism: Feminism rooted in the lived experience of Black women and women of color; also Black feminism.

Womanism is considered a holistic and interdisciplinary feminism, respecting and honoring women’s
spirituality and multiple ways of knowing (Bryant-Davis & Comas-Díaz, 2016). The emphasis on spirituality
—which is largely absent from mainstream White feminism—is especially noteworthy.

Feminisms of color, such as womanism, tend to be strengths-based. That is, these perspectives emphasize
strengths, agency, resilience, and other positive traits of women of color (Bryant-Davis & Comas-Díaz,
2016). Thus, in light of a history characterized by, among other things, oppression based on both gender and
race, womanism pivots from victimization to resilience and the collective power of communities of color.
Womanist theorists have proposed a positive womanist psychospirituality, which integrates Black psychology
and womanism within a positive psychology approach. It includes six positive life principles: (1) Black
women’s extended ways of knowing and contextualized knowledge; (2) spirited and inspired living, including
hope and faith in God; (3) interconnected love and compassion; (4) balance and flexibility, including
responsibility and adaptation; (5) liberation and inclusion, as well as resistance against oppression; and (6)
empowered authenticity, including courage and the importance of speaking truth to power (Harrell et al.,
2014). Each of these principles is consistent with the womanist and Black feminist emphases on strengths,
agency, resilience, and spirituality.

Black feminist thought also holds that viewpoints and opinions are personal rather than objective (see our
discussion of social constructionism and the feminist critique of objectivity in Chapter 1) and that individuals
are also personally accountable for their beliefs. Thus, a psychologist whose theorizing perpetuates racial
stereotypes or racism is held responsible for those effects and cannot hide behind the mask of scientific
objectivity.

Similarly, Mujerismo developed among Latinas who felt marginalized by White feminism. Mujerismo comes
from the Spanish word mujer, meaning woman. Translated literally, mujerismo means Latina womanism.
Mujeristas seek to promote the liberation, self-definition, and self-determination of Latinas (Bryant-Davis &
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Comas-Díaz, 2016). A related feminism of color is Chicana feminism (see, e.g., Hurtado, 2003). In the 1960s,
at much the same time as the Black Power movement was very active, a Chicano liberation movement was a
vital force. Probably the best-known facet of this movement was the unionization of the United Farmworkers.
Chicanas were an important part of this movement. Like African American women in the Black liberation
movement, they gained experience with activism, but at the same time they became disturbed by the male
dominance and sexism within the Chicano movement. Chicana feminism grew from these roots. Chicana
feminists thus have the dual goals of cultural nationalism (liberation for Chicanas/os) and feminism (liberation
for women).

Mujerismo: Feminism rooted in the lived experience of Latinas; Latina womanism.

A more recent development is transnational feminism (see Chapter 1), which is consistent with some but not
all aspects of feminisms of color in the United States. Both perspectives note that definitions of feminism
need to be broadened, but transnational feminism also emphasizes colonization and globalization as
contributing systems of oppression (Grabe & Else-Quest, 2012; Lugones, 2010). In particular, transnational
feminism focuses on political and economic oppression, especially the oppression of Global South or Third
World women by people (including women) from wealthy Western nations.

Colonization is also at the heart of American Indian feminism, which provides another feminist perspective at
the intersection of gender and ethnicity. American Indian feminism theorizes that the sexism experienced by
American Indian women is inextricably linked to the colonization of the indigenous peoples of North
America (Smith, 2005). That is, European gender roles, norms, and hierarchies have been imposed on
American Indians through colonization, stripping Indian women of their autonomy both as women and as
tribal members. In turn, decolonization and sovereignty are understood as a rejection of both gender- and
ethnic-based systems of oppression. The rights to land, self-governance, an economic base, and identity, as
well as to one’s own body, are all central to American Indian feminism.

The topic of feminisms of color is a delicate one. There is much evidence that American feminism has been
dominated by White middle-class women who have put their issues at the top of the agenda while ignoring
issues that are more important to people of color and low-income people. At the same time, many women of
color may feel that feminism divides their loyalties within their own community and that they should put their
energies into fighting racism. A Black woman who seeks to be engaged in both Black Lives Matter and the
contemporary feminist movement may find that her particular perspective is not always recognized within
each activist movement. This tension demonstrates the importance of an intersectional feminism that
promotes equity and equality for all people. When the perspectives and scholarship of diverse feminisms and
related social justice movements are integrated, an effective and inclusive feminist movement is achieved.

Experience the Research: Gender Roles and Ethnicity on Prime Time

Identify three current television series (i.e., not reruns) that focus on an African American family. Then identify three comparison
series that focus on a European American family. Ideally, choose comparison series that air at the same time as, or perhaps are shown
immediately following, the shows about the African American families but on a different station. Observe each program twice. As
you observe the programs, answer the following questions:
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1. How are gender roles portrayed on the program? Does the main female character have a paying job? What kind of job is it?
Does the main male character have a paying job? What is it? Who does the cooking? Who does the grocery shopping?

2. How is the family portrayed on the program? Is it a traditional heterosexual married couple with children, a single parent and
their children, a queer couple, or some other kind of family?

3. How is emotional expressiveness portrayed on the program? What emotions do women express? What emotions do men
express?

After you have completed your observations, compare the results for the African American family shows and the European
American family shows. What are the differences? What are the similarities? What impact do you think these programs have on
African American and European American viewers?

Finally, locate three comparable programs that focus on Asian American families, Latinx families, and American Indian families.
Were you able to do it? If so, how are gender roles portrayed on those programs?

Chapter Summary

One of the fundamental points of feminist theory is that we must examine not only gender but also ethnicity as powerful forces in
people’s lives. To do this, we must go far beyond acknowledging race differences, although we should recognize them when they
exist. Similarities across ethnic groups—and there are many—deserve recognition as well. Most importantly, each ethnic group has
its own cultural heritage, including its own definitions of gender roles and feminism, and all such heritages exert profound influences
on the people from those cultures.

This chapter reviewed the cultural heritages of people of color in the United States, including Asian American persons, Latinx
persons, American Indian persons, and African American persons. A recurring theme in the cultural heritages of these groups is
subcultural variations. Gender roles across these diverse ethnic groups were also discussed. Reflecting the theme of intersectionality,
the experience of gender is both similar and different across ethnic groups.

Immigration is an important force in the lives of many people of color. Experiences may differ across legal immigrants,
undocumented immigrants, and refugees. Nonetheless, these groups all share the experiences of leaving one’s home country,
sometimes in the context of trauma, and acculturation within the new host culture. Acculturative stress can be exacerbated when
immigrants and refugees face discrimination.

Education has long played a powerful role for people of color as a means to improve socioeconomic status and develop opportunities.
Still, ethnic/racial disparities in educational attainment persist today.

Research on mental health issues at the intersection of gender and ethnicity finds that depression, PTSD, substance abuse, and other
mental health problems can result from sexist and racist oppression. Clinical guidelines for providing culturally informed care to
people of color and affirmative care to trans people of color have been developed.

Feminisms of color, such as womanism and mujerismo, are often strengths-based. These perspectives emphasize strengths, agency,
resilience, and other positive traits of women of color in the face of sexist and racist oppression.

Suggestions for Further Reading

African American Policy Forum. (2015). Say her name: Resisting police brutality against Black women. New York, NY: Center for
Intersectionality and Social Policy Studies. This report builds upon the work of activists and scholars and demonstrates the need for
a more intersectional approach to racial justice.

Bryant-Davis, Thema, & Comas-Díaz, Lillian. (2016). Womanist and Mujerista psychologies: Voices of fire, acts of courage. Washington,
DC: American Psychological Association. This book provides an excellent interdisciplinary review of womanist and mujerista
perspectives.
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Chapter 5 Gender and Communication

Outline

1. Verbal Communication
a. Tentativeness
b. Affiliative Versus Assertive Speech
c. Interruptions
d. The Gender-Linked Language Effect
e. Clinical Applications

2. Nonverbal Communication
Focus 5.1: Gender and Electronic Communication

a. Encoding and Decoding Nonverbal Behavior
b. Smiling
c. Interpersonal Distance
d. Eye Contact
e. Posture: Expansive or Contractive?

3. How Women and Nonbinary People Are Treated in Language
a. Misgendering
b. Euphemisms
c. Infantilizing
d. Male as Normative and Female as the Exception
e. Gendering of Language
f. Does Sexist Language Actually Matter?

4. Toward Nonsexist Language
a. Institutional Change
b. Language and Careers

5. In Conclusion
Experience the Research: Gender and Conversational Styles
6. Chapter Summary

Verbal and nonverbal communication are at the core of human psychology, essential to our social interactions
and relationships as well as to our thoughts and understanding of the world. In this chapter we will explore
the evidence on the differences between how women and men communicate verbally and nonverbally, and on
how women and nonbinary people are treated in language. We will also provide practical guidance on using
inclusive, nonsexist language.

Verbal Communication

Suppose you found the following caption, torn from a cartoon: “That sunset blends such lovely shades of pink
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and magenta, doesn’t it?” If you had to guess the gender of the speaker, what would you say? Most people
would guess that the speaker was a woman. Many people have ideas about what is typical or “appropriate”
speech for men and women, and lovely and magenta just don’t sound like things a man would say. Are those
ideas just inaccurate gender stereotypes, or is there some kernel of truth to them? Do women and men actually

differ in their verbal communication?

Tentativeness

The study of gender differences and similarities in language was sparked by Robin Lakoff (1973, 1975), who
theorized that gender differences in communication stem from gender roles and the relative power those roles
have. In other words, women and men don’t differ in communication because they are innately different from
one another, but because the social hierarchy makes them different. She argued that men use more assertive
speech because they have power, whereas women use more tentative speech because they lack power.

What does tentative speech look (or sound) like? According to Lakoff, tentative speech has four forms or
patterns: expressions of uncertainty, hedges, tag questions, and intensifiers. Expressions of uncertainty include
disclaimers, like “I may be wrong, but . . .” or “This is just my opinion, but. . . .” Hedges are expressions such
as “sort of” or “kind of.” A tag question is a short phrase at the end of a declarative sentence that turns it into a
question, such as “This is a great class, isn’t it?” And intensifiers include adverbs like very, really, and vastly,
such as “The governor is really interested in this proposal.” Lakoff maintained that intensifiers add little
content to a sentence and actually reduce the strength of the statement, so they contribute to tentativeness.

Disclaimers: Phrases such as “I may be wrong, but . . .”

Hedges: Phrases such as “sort of” that weaken or soften a statement.

Tag question: A short phrase added to a sentence that turns it into a question.

Intensifiers: Adverbs such as very, really, and vastly.

Lakoff’s theorizing gained popularity as well as criticism in part because it highlighted a tension within
feminism regarding gender differences and gender similarities. That is, if women and men are equal, does that
mean that women and men are exactly the same? If women and men are different, how does patriarchal
culture create those differences? Thus, it’s not surprising that critics said Lakoff exaggerated and
overemphasized gender differences without giving adequate attention to power and status. Similarly, some
criticized her theory because it seemed to reflect gender stereotypes rather than empirical evidence. Her theory
also implies, for some, a female deficit interpretation in labeling women’s communication as deficient in
respect to men’s communication, which is held up as the standard. That is, maybe tentative speech can be
more effective speech, reflecting interpersonal sensitivity.

What do the data show? Campbell Leaper and Rachael Robnett (2011) conducted a meta-analysis to examine
the evidence for gender differences in the four forms of tentative speech. Overall, they found that women used
more tentative speech but that the gender differences were small. For expressions of uncertainty, such as
disclaimers, d = −0.33, and for hedges, d = −0.15. For tag questions, d = −0.23, and for intensifiers, d = −0.38.
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In sum, the pattern of gender differences in tentative speech supports Lakoff’s claim, but those differences are
small.

In addition, Leaper and Robnett (2011) interpreted the results of their meta-analysis to mean that women
display greater interpersonal sensitivity, not that they lack assertiveness. If gender differences in tentative
speech reflect issues of power and assertiveness, then they should be largest in mixed-gender groups, with men
dominating and women being tentative. Yet gender differences in tentative speech were actually larger in
same-gender groups (d = −0.37) than in mixed-gender groups (d = −0.21). Thus, we might say that the tag
question is intended to encourage communication rather than to shut things down with a simple declarative
statement. The tag question helps maintain the conversation and encourages the other person to express an
opinion.

Affiliative Versus Assertive Speech

As the data evaluating Lakoff’s theory accumulated, linguist Deborah Tannen popularized the belief that
women’s and men’s communication patterns are vastly different and that these differences create problems
when women and men communicate with one another. In her widely read books, including You Just Don’t
Understand: Women and Men in Conversation (Tannen, 1991), she proposed that gender differences in
communication are so substantial that it is as though women and men come from different linguistic
communities or cultures. Thus, communication between women and men is as challenging as communication
between people from different cultures—say, a person from the United States and a person from Japan.
Tannen’s position is called the different cultures hypothesis.

Different cultures hypothesis: Tannen’s perspective that gender differences in communication are so different that it is as though
women and men come from different linguistic cultures.

Photo 5.1 According to the theorist Robin Lakoff, we should expect these two social groups to differ in the
amount of disclaimers, hedges, and tag questions. Do you interpret that gender difference as evidence of
women’s greater tentativeness or interpersonal sensitivity?

©iStockphoto.com/kali9 & ©iStockphoto.com/digitalskillet.

Tannen’s perspective differed from Lakoff’s in an important way: Whereas Lakoff theorized that gender
differences develop because of men’s power over women, Tannen claimed that gender differences in
communication stem from the different goals that men and women have when they communicate. These
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different communication goals are rooted in gender roles. The female role emphasizes nurturing and
relationships, whereas the male role emphasizes dominance and power. Thus, these roles require that women
aim to establish and maintain relationships, whereas men aim to exert control, preserve their independence,
and enhance their status (Tannen, 1991; J. T. Wood, 1994). Women try to show support or empathy by
matching or mirroring experiences (“I’ve felt that way, too”), whereas men try to display their knowledge,
avoid disclosing personal information, and avoid showing the slightest vulnerability. Women engage in
conversation maintenance, trying to get a conversation started and keep it going (“How was your day?”),
whereas men engage in conversational dominance (e.g., interrupting). Tannen claimed that women display
tentative and affiliative speech, whereas men display assertive and authoritative speech.

Thus, another perspective on gender differences in verbal communication is Tannen’s different cultures
hypothesis. To evaluate it, we can examine gender differences in affiliative and assertive speech. Affiliative
speech is speech that demonstrates affiliation or connection to the listener and may include praise, agreement,
support, and/or acknowledgment. By contrast, assertive speech is speech that aims to influence the listener
and may include providing instructions, information, suggestions, criticism, and/or disagreement. Note that
some speech could be both assertive and affiliative, such as when someone gives instructions that are
supportive (e.g., “You seem tired; go and get some rest”).

Affiliative speech: Speech that demonstrates affiliation or connection to the listener and may include praise, agreement, support,
and/or acknowledgment.

Assertive speech: Speech that aims to influence the listener and may include providing instructions, information, suggestions,
criticism, and/or disagreement.

Leaper and his colleagues have conducted two meta-analyses that examine gender differences in affiliative and
assertive speech, one with children and one with adults. Let’s first consider affiliativeness. In general, girls and
women are somewhat more affiliative relative to boys and men. Among children, the gender difference is
small, d = –0.26 (Leaper & Smith, 2004). That gender difference shrinks in adulthood, d = –0.12 (Leaper &
Ayres, 2007).

With regard to assertiveness, the gender differences are tiny. Among children, boys engage in more assertive
speech than girls do, but the difference is very small, d = 0.10 (Leaper & Smith, 2004). Among adults, men
are slightly more assertive than women, d = 0.09 (Leaper & Ayres, 2007). Thus, evidence suggests that male
speech patterns are only marginally more assertive than female speech patterns.

In sum, the gender differences in affiliative and assertive speech are just too small to support the different
cultures hypothesis. Apparently, cross-cultural communication is possible—girls and women can and do use
assertive speech, just as boys and men can and do use affiliative speech!

Photo 5.2 According to linguist Deborah Tannen, women and men have different goals when they speak.
Women aim to establish and maintain relationships, whereas men aim to exert control.
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Interruptions

Early researchers found that men interrupt women considerably more often than women interrupt men (e.g.,
C. West & Zimmerman, 1983; Zimmerman & West, 1975). For example, one important and widely cited
study found that gender differences in interruptions are found only in mixed-gender conversation pairs
(McMillan et al., 1977). That is, women interrupted women about as often as men interrupted men.
However, women very seldom interrupted men, whereas men frequently interrupted women. How should we
interpret this pattern of gender differences and similarities? The typical interpretation made by feminist social
scientists involves the assumption that interruptions are an expression of power or dominance. That is, the
interrupter gains control of a conversation, and that is a kind of interpersonal power. The gender difference,
then, is interpreted as indicating that men are expressing power and dominance over women. This pattern
may reflect the subtle persistence of traditional gender roles; it may also help to perpetuate traditional roles.

Yet one recent study found slightly different results (see Table 5.1; Hancock & Rubin, 2015). Across
conversational pairs, women were more likely to be interrupted than men were, regardless of who was doing
the interrupting. One interpretation of this finding, consistent with the feminist perspective, is that women
are generally perceived as lower status and, thus, can be interrupted. Men, because they have higher status, are
less likely to be interrupted.

Source: Data from Hancock & Rubin (2015).

Some researchers have suggested that interruptions can have multiple meanings, which complicates the
interpretation of these gender differences (Aries, 1996; McHugh & Hambaugh, 2010). Some interruptions
are requests for clarification. Others express agreement or support, such as an mm-hmm or definitely
murmured while the other person is speaking. Some interruptions express disagreement with the speaker, and
other interruptions change the subject. These last two types of interruptions are the ones that express
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dominance. Most interruptions in fact turn out to be agreements or requests for clarification and have nothing
to do with dominance. Some researchers have found that women engage in more of this supportive
interrupting, particularly when they are in all-female groups (e.g., Aries, 1996).

A meta-analysis of gender differences and similarities in conversational interruption provides us with some
clarity on this controversy. Anderson and Leaper (1998) found that the gender difference in interruptions was
d = 0.15, indicating that men interrupt more often than women. However, moderator analyses told a more
complex story about interruptions. Effect sizes for intrusive interruptions (i.e., interruptions that display
dominance, such as a change in subject or expression of disagreement) were considerably larger, d = 0.33.

Overall, then, to say that men interrupt more than women do, and that this indicates men’s expression of
dominance, is not entirely accurate (Aries, 1996; McHugh & Hambaugh, 2010). Patterns of gender
differences in interruption may vary depending on context (mixed-gender group vs. same-gender group,
natural conversation vs. laboratory task), and interruptions can have many meanings besides dominance. For
intrusive interruptions, however, men interrupt more often than women do.

The Gender-Linked Language Effect

As you’ve seen, many of the gender differences in verbal communication are unimpressive. Anthony Mulac
(2006) proposed that, while many features of verbal communication show very small gender differences, it is
the clustering of these features that matters. That is, there are feminine and masculine patterns of speech, each
with multiple features that show subtle differences on their own but, in combination, are perceived as
distinctly gendered. The verbal communication of girls and women tends to be rated as more socially
intelligent and aesthetically pleasing, whereas the verbal communication of boys and men is rated as more
dynamic and aggressive. Mulac calls these patterns of gender differences the gender-linked language effect.

Mulac (2006) conducted a series of studies in which the speech of men and women (or boys and girls) is
transcribed, masked as to the identity of the speaker, and then presented to university students to see whether
they can tell whether the speaker was male or female. If Tannen’s hypothesis is correct, the task should be a
snap and students should be able to identify the gender of the speaker with a high degree of accuracy. In fact,
though, students perform no better than chance on the task. These findings support the notion of gender
similarities in communication.

Other studies, though, find significant differences between women’s and men’s speech when highly trained
coders look for specific details such as intensifiers, tag questions, and references to emotions (Mulac, 2006).
The differences must therefore be subtle, detectable by scientifically trained coders but not by the average
person.

Mulac and his colleagues (2013) found some evidence of the gender-linked language effect in a recent study of
written language. In the first task, participants wrote descriptions of landscape photographs and the research
team coded those descriptions for 13 features of language that have been shown to differ between men and
women. Only six of those features showed gender differences. For example, men tended to make more
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references to quantity (e.g., “60 feet tall”) and use elliptical sentences (e.g., “great picture”), whereas women
tended to write more words overall and make more references to emotion (e.g., “a somber scene”). Many
features of tentative language, such as hedges and intensifiers, showed gender similarities.

In the second task, the researchers asked the participants to write descriptions of more photographs, this time
under the guise of specific genders. That is, participants were asked to describe the photographs “as a man”
and “as a woman.” This task was used to indicate participants’ gender-linked language schemas. The results
showed that schemas were somewhat consistent with the actual gender differences found in the first task:
Gender differences in the second task matched four of the six features that showed gender differences in the
first task, including references to quantity and emotion. In other words, participants had clear gender schemas
about language, and these schemas were fairly accurate. These findings demonstrate that the gender-linked
language effect exists but that the effect is subtle.

Clinical Applications

You might be wondering: How are the gender-linked language effect and other gender differences in verbal
communication relevant? Well, there are at least two reasons that these findings matter. One reason is that
language is often used to persuade, solve problems, and connect with people. Doing these things effectively
requires using our language well. As discussed earlier, in some cases tentative language is more interpersonally
sensitive and, therefore, more effective. As the old saying goes, you can catch more flies with honey than with
vinegar.

Another reason the gender-linked language effect is relevant is in its clinical application, such as in the case of
communication therapy. For transgender people, communication therapy is often a component of their
transition. This therapy might include working with a speech-language pathologist to change such speech
features as vocal pitch, resonance, intonation, volume, articulation, and others so that their speech is more
aligned with their gender identity (Adler et al., 2012; Hancock et al., 2015). For example, a transgender
woman might work with a therapist to speak in a higher vocal pitch and to alter her intonation so that some
of her declarative statements end with a rise in pitch. Even if the differences in speech are subtle, they can
improve the quality of social interactions and may help to prevent painful misgendering experiences in which
others misidentify their gender identity.

Nonverbal Communication

Nonverbal communication is just as important as verbal communication. Imagine saying to someone “How
nice to see you” while standing only 6 inches from them or while actually brushing up against them. Then
imagine saying the same sentence while standing 6 feet away from them. The sentence conveys a much
different meaning in the two instances. In the first, it will probably convey warmth and possibly sexiness. In
the second case, the meaning will seem formal and perhaps cold. As another example, a sentence coming from
a smiling face conveys a very different meaning from that of the same sentence coming from a stern or
frowning face.
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Focus 5.1 Gender and Electronic Communication

How we communicate with one another has changed dramatically in the last two decades. Today, much of our communication is via
e-mail, text messaging, social media, and other online platforms. Do we see gender differences in electronic communication?

Let’s first consider texting. Research on texting has been mixed with regard to whether there are gender differences in the quantity of
texts sent (e.g., Forgays et al., 2014; Tossell et al., 2012). When we look at the qualities of text messages, women tend to use more
emoticons, but men tend to use a greater variety of emoticons (Tossell et al., 2012). This pattern may have more to do with gender
roles than actual gender, though; another study found that femininity (on the Bem Sex Role Inventory, discussed in Chapter 3) was
more strongly linked to emoticon usage than gender (Ogletree et al., 2014). Men are somewhat more permissive about the range of
contexts in which they feel texting is appropriate, such as while sharing a meal with someone or being at church (Forgays et al.,
2014). While there are gender similarities in the amount of sexually explicit text messages (i.e., “sexts”) sent, men report receiving
more of such messages (Ogletree et al., 2014).

To explore gender differences and similarities in language use online, researchers may analyze language used in e-mail messages and
posts to blogs and comment boards, for example.In one study, researchers examined the language used by men and women in
postings to electronic bulletin boards as a function of whether the topic was gender stereotyped or gender neutral (Thomson, 2006).
When topics were female stereotyped (e.g., fashion) or male stereotyped (e.g., sports), findings were similar to those found in face-
to-face interactions. Women used more hedges and intensifiers, and they expressed more emotion and disclosed more personal
information. Men, in contrast, issued more directives,disagreed more, and boasted more. These differences, however, were not found
when the topic was gender-neutral.

Photo 5.3 Researchers have found evidence of gender differences and gender similarities in electronic communication.

©iStockphoto.com/m-imagephotography.

In another experiment by the same team, participants conducted e-mail correspondence with two fictitious netpals and received
responses that, in actuality, came from the experimenter (Thomson et al., 2001). For each participant, one netpal responded with
female-linked language (more emotion references, more intensifiers, etc.) and the other netpal responded with male-linked language
(more opinions, fewer emotions, etc.). Interestingly, participants—whether male or female—responded differently depending on the
gendered content coming from the netpal, shifting their e-talk to be like that of their netpal. This is a great illustration of how
gender is constructed in social interactions and how gender patterns depend heavily on social context.

Gender stereotypes generally hold that women are more nonverbally expressive than men are (Briton & Hall,
1995). Are these stereotypes accurate? Here we will review the evidence on gender differences in nonverbal
communication and what those differences mean (for meta-analyses, see Hall, 1998; McClure, 2000).

Photo 5.4 According to gender stereotypes in most Western cultures, two adult men hold hands only if they
are romantically involved. By contrast, in some cultures, this nonverbal behavior merely conveys friendship.
Images of President George W. Bush holding hands with Saudi Crown Prince Abdullah went viral when the
two men met to discuss oil prices in 2005.
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Encoding and Decoding Nonverbal Behavior

Effectively encoding (i.e., sending or conveying) and decoding (i.e., perceiving or reading) nonverbal
behaviors are important for social interaction. Are men and women equally accurate in encoding and decoding
nonverbal messages?

Meta-analysis tells us that women convey nonverbal messages or cues more accurately than men do (Hall,
1984). Is this because men are not very expressive in general or because their expressions are difficult to read?
Some evidence indicates that men tend to suppress their nonverbal expressions, beginning around
adolescence, whereas women tend to amplify their expressions (LaFrance & Vial, 2016). Women are also
more accurate at decoding or reading others’ nonverbal cues. The gender difference in decoding exists even in
childhood (McClure, 2000), though it is somewhat larger in adults (Hall, 1984; LaFrance & Vial, 2016).

These patterns of gender differences in encoding and decoding suggest that men and women differ not
because they are inherently or innately different, but because they face pressure to adhere to different gender
roles. In particular, the female role entails communality, or establishing and maintaining social relationships,
which requires interpersonal sensitivity.

Smiling

Around the world, women smile more than men (LaFrance et al., 2003). According to meta-analyses, this
gender difference fluctuates across the lifespan. In infancy and childhood, for example, it is nonexistent, d = –
0.01 (Else-Quest et al., 2006), but in adolescence, the gender difference swells to d = –0.56 (LaFrance et al.,
2003). The gap then declines, such that d = –0.30 in middle adulthood and d = –0.11 in older adulthood
(LaFrance et al., 2003). In addition, some evidence suggests that gender differences seem to vary as a function
of ethnicity; the pattern is more characteristic of White women than African American women (LaFrance et
al., 2003).
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Understanding the meaning of these gender differences in smiling requires thinking about why people smile.
Sometimes, it indicates positive affect, such as happiness. Other times, its meaning is more complicated.
Smiling has been called the female version of the “Uncle Tom shuffle”—that is, rather than indicating
happiness or friendliness, it may serve as an appeasement gesture, communicating, in effect, “Please don’t hurt
me or be mean.” A person who is smiling is not likely to be perceived as threatening.

Smiling may also be a status indicator: Dominant people smile less and subordinate people smile more, so
women’s smiling might reflect their subordinate status (Henley, 1977, 1995). A number of studies, however,
contradict this status interpretation. Although women consistently smile more than men in these studies,
lower-status people (e.g., employees in a company) do not smile more than higher-status people (e.g.,
supervisors; Hall & Friedman, 1999; Hall et al., 2001).

Photo 5.5 Artist Tatyana Fazlalizadeh’s work, Stop Telling Women to Smile
(http://stoptellingwomentosmile.tumblr.com/)

Robert Stolarik/Polaris/Newscom

Smiling is also a part of the female role, which requires being warm, nurturant, and physically attractive. Most
women can remember having their faces feel stiff and sore from smiling at a party or some other public
gathering at which they were expected to smile. The smile, of course, reflected not happiness, but rather a
belief that smiling was the appropriate thing to do. Women’s smiles, then, do not necessarily reflect positive
feelings and may even be associated with negative feelings and pressure to adhere to the female role and “put
on a happy face.”

Consistent with this view that smiling is part of the female role and therefore important in social situations, a
meta-analysis found that the gender difference was more than twice as large when participants knew that they
were being observed (d = –0.46) than when they did not know they were being observed (d = –0.19; LaFrance
et al., 2003).

Most women can recall being told by men to smile, regardless of how they might be feeling. Popular media
has even created an unfortunate term for women’s neutral (i.e., nonsmiling) facial expressions: resting bitch
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face. Indeed, when women violate the role requirement of smiling, others react negatively. For example, in one
study, participants were given a written description of a person, accompanied by a photograph of a man or
woman who was smiling or not smiling (Deutsch et al., 1987). The results indicated that the women who
were not smiling were given more negative evaluations: They were rated as less happy and less relaxed in
comparison with men and in comparison with women who were smiling.

Interpersonal Distance

In many countries, including the United States, it seems that men tend to prefer a greater distance between
themselves and another person, whereas women tend to be comfortable with a smaller distance between
themselves and others. This is particularly evident in same-gender pairs. For example, when two women
interact, they tend to sit or stand closer to one another than two men do (e.g., Gifford, 1997). Similarly,
people tend to prefer to maintain greater interpersonal distance from unfamiliar men than they do from
unfamiliar women. Regardless of our own gender, we tend to need greater interpersonal space with men than
with women in order to feel comfortable (e.g., Iachini et al., 2016).

What do we make of such differences? There are several possibilities. Our interpersonal space preferences
may, at least in part, reflect concerns about falsely signaling that we are sexually or romantically interested in
someone. It is a significant gender role violation for a heterosexual man to signal sexual interest in another
man. Another possibility is that men are perceived as a threat or considered potentially dangerous, so we try to
stay out of their “territory” to avoid conflict. By contrast, women are perceived as nonthreatening and
considered safe, so we may feel less wary of getting in their space. Indeed, some have suggested that women
have a small interpersonal distance as a result of, or in order to express, warmth, caring, or friendliness (Mast
& Sczesny, 2010). Each of these possibilities is plausible; researchers who study interpersonal distance
theorize that our interpersonal space preferences are shaped by sexual attraction, self-protective, and affiliative
forces (Iachini et al., 2016). Also, each of these interpretations suggests that gender differences in
interpersonal distance have more to do with gender roles than with gender. That is, how we position ourselves
relative to other people is one way that we perform our gender roles.

One study compared the effects of gender, gender role identification, and sexual orientation on interpersonal
distance (Uzzell & Horne, 2006). The researchers first administered the Bem Sex Role Inventory (see
Chapter 3) to a sample of British college students who were diverse in terms of their sexual orientation (but
not in terms of race/ethnicity; all were White). Then they assigned participants to interact with one another in
a structured conversational task: Every 2 minutes, participants moved around to different stations or zones in
the research lab. The researchers videotaped the interactions and marked the floor of the stations with a grid
so that they could measure the distance between the feet of the conversational pairs. Results indicated
significant effects of gender: Female-female pairs stood significantly closer to one another than did male-male
or female-male pairs.

However, the effects of gender were completely eliminated when the researchers considered gender role
identification. That is, self-reported femininity and masculinity were far more important than gender in
determining interpersonal distance: Feminine people stood closer to their conversational partner, and
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masculine people stood farther away from their conversational partner. Sexual orientation had minimal effects
on interpersonal distance. Although we don’t know if we can generalize these findings to other cultures or
ethnic groups, it is clear that just examining differences between men and women is too simplistic. Gender
roles are important!

Eye Contact

Eye contact between two people when speaking to each other can reflect patterns of power and dominance.
Although the meaning of eye contact varies across cultures, in North American cultures higher-status people
tend to look at the other person while they (the dominant people) are speaking. Lower-status people tend to
look at the other person while listening. Researchers in this area compute a visual dominance ratio, defined as
the ratio of the percentage of time looking while speaking relative to the percentage of time looking while
listening (Dovidio et al., 1988; Mast & Sczesny, 2010).

Visual dominance ratio: The ratio of the percentage of time looking while speaking relative to the percentage of time looking while
listening; an indicator of social dominance.

Research on the connection between visual dominance and social power indicates, for example, that patterns
of visual dominance are expressed across different levels of military rank and different levels of educational
attainment (e.g., Dovidio et al., 1988). One study found that gender differences in visual dominance aligned
with gender differences in knowledge about a gendered task, such as changing a tire versus changing a diaper
(Brown et al., 1992). When researchers trained participants and eliminated gender differences in knowledge,
the gender difference in visual dominance was also eliminated.

Another experiment investigated visual dominance as a function of both gender and power (Dovidio et al.,
1988). College students were assigned to mixed-gender dyads. Each pair discussed three topics in sequence.
The first discussion was on a neutral topic, and there was no manipulation of power (control condition). For
the second topic, one member of the pair evaluated the other member and had the power to award extra-
credit points to that person. For the third topic, the roles were reversed, and the person who had been
evaluated became the evaluator.

In the control condition, men were visually dominant: Men looked at their partners more while speaking, and
women looked more while listening. This was as predicted, given that men tend to have greater status or
power relative to women. However, in the second and third discussions, when women were in the powerful
role, they looked more than men while speaking, and men looked more while listening. That is, when women
were given social power, they became visually dominant. These results again support a power or status
interpretation of gender differences in eye contact and visual dominance. And as women gain more power in
society, such patterns may well change.

Posture: Expansive or Contractive?

Another relevant aspect of nonverbal communication here is posture. People who are sitting or standing with
their legs together and their arms close to their body are displaying a closed or contractive posture. By
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contrast, people who are sitting or standing with their limbs extended away from their body are displaying an
open or expansive posture (see Photo 5.6). Expansive posture, sometimes referred to as power posing, takes up
more space with one’s body and conveys social dominance and confidence, whereas contractive posture makes
a person seem smaller and conveys submissiveness (LaFrance & Vial, 2016). In one study, participants were
randomly assigned to conditions in which they were instructed to position their bodies in specific expansive or
contractive poses (Carney et al., 2010). Relative to participants in the contractive pose condition, those in the
expansive pose condition felt more powerful, were more willing to gamble their payment for participation, and
even showed hormonal changes that are usually associated with power. The experimenters found these effects
in male and female participants alike. Since then, over 30 experiments have replicated some of these effects
(Carney et al., 2015), but they generally link expansive posture to feelings of power and dominance.

Contractive posture: Sitting or standing with legs together and arms close to the body.

Expansive posture: Sitting or standing with limbs extended away from the body; also referred to as power posing.

With all this discussion of power and dominance conveyed with nonverbal behaviors, it’s probably not
surprising that we see gender differences in posture. Women are more likely than men to sit or stand in
contractive poses (Hall, 1984). The gender difference in expansive posture is large, with men more likely than
women to sit or stand in expansive poses (Hall, 1984). In one study, researchers observed passengers on the
subway in Amsterdam and found that men more often displayed an expansive posture whereas women more
often displayed a contractive posture (Vrugt & Luyerink, 2000). Indeed, some feminists have coined the term
manspreading to refer to men’s expansive posture on public transit (Jane, 2016; see Photo 5.7).

Photo 5.6 What information do these people convey with their expansive and contractive postures?

©iStockphoto.com/drbimages.

Why do women tend to have more contractive posture? In some cases, it may be a strategy to avoid being
perceived as threatening. In other cases, it may be a strategy to protect or shield one’s body from scrutiny and
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the male gaze (Kozak et al., 2014). So we might think of contractive posture as a protective strategy for
women, which they’ve developed as an adaptation to objectification.

In summary, displaying expansive (vs. contractive) postures makes people feel more powerful and more willing
to take risks, and men are more likely than women to display expansive postures.

How Women and Nonbinary People Are Treated in Language

Up to this point we have discussed gender differences and similarities in both verbal and nonverbal forms of
communication. Another aspect of communication that needs to be considered is how gender issues are
treated in our language. That is, how are women and people who do not fit within the gender binary treated
in language? For example, trans and nonbinary people are often described with language that is inadequate,
incomplete, or inaccurate, which can make them feel invisible and alienated (Langer, 2011). For genderqueer
people, in particular, neither of the standard English language options he or she is an appropriate pronoun, but
the alternative it is dehumanizing. Feminists have sensitized the public to the issue of sexist language, which
includes inappropriate or irrelevant reference to gender, the use of masculine generics and male-as-
normative/female-as-exception word choices, as well as the use of misgendering speech. Objectifying,
sexualizing, or infantilizing euphemisms are also examples of sexist language. Here we will discuss patterns of
sexist language and why they matter for the psychology of women and gender.

Photo 5.7 The Metropolitan Transportation Authority in New York City launched a campaign in 2015 to
stop manspreading on subways and buses.
http://web.mta.info/nyct/service/CourtesyCounts.htm#DUDESTOPTHESPREAD

© Copyright 2017 Metropolitan Transportation Authority.

Misgendering

One form of sexist language that can be particularly harmful is misgendering. Misgendering occurs when we
use gendered language that is inconsistent with a person’s gender identity or when a person’s gender identity is
misidentified by some other means. Misgendering occurs in a variety of circumstances and is particularly
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common among women working in stereotypically male professions, who may be referred to using masculine
pronouns (e.g., Stout & Dasgupta, 2011). Transgender people are frequently misgendered (McLemore, 2014,
2016), such as when medical and mental health professionals label them by the gender they were assigned at
birth rather than by their gender identity (Ansara & Hegarty, 2014; Hagen & Galupo, 2014). When people
are misgendered, they may feel ignored, devalued, stigmatized, and hurt, or worse.

Misgendering: A form of sexist language in which gendered language that does not match a person’s gender identity is used or when
a person’s gender identity is misidentified by some other means.

Using incorrect gendered pronouns to refer to transgender people has clearly harmful effects. When a person
is misgendered in this way, their personal identity has not been affirmed, which threatens their sense of a
strong and coherent identity (McLemore, 2014, 2016). Surveys of transgender men and women show that
their experiences of being misgendered are linked to negative moods (such as anxiety and depression), feeling
negatively about their identity and appearance, and feelings of stigmatization (McLemore, 2014, 2016).

Euphemisms

Generally, when there are many euphemisms for a word, it is a reflection of the fact that people find the word
and what it stands for to be distasteful or stressful. For example, consider all the various terms we use in place
of bathroom or toilet. And then note the great variety of terms that we substitute for die, such as pass away.

Feminist linguists have argued that we similarly have a strong tendency to use euphemisms for the word
woman (Cralley & Ruscher, 2005; Lakoff, 1973). That is, people have a tendency to avoid using the word
woman and instead substitute a variety of terms that seem more polite or less threatening, the most common
euphemisms being lady and girl. Other euphemisms objectify or sexualize women, such as chick, shorty, honey,
or ho. Another euphemism for woman is bitch, which has a hostile connotation.

How common are these different euphemisms? In one study, undergraduates were asked to list as many slang
terms as they could for either woman or man (Grossman & Tucker, 1997). Fully 93% of men listed bitch as a
term for woman! But then, so did 73% of the women. Overall, the euphemisms listed for woman were more
likely to carry a sexual meaning than those listed for man; roughly 50% of the slang terms for woman were
sexual, compared with 23% of the terms for man.

In contrast to the word man, which is used frequently and comfortably, woman is used less frequently and
apparently causes some discomfort or we wouldn’t use euphemisms for it. However, the tendency to use
euphemisms for woman can be changed by becoming sensitive to this tendency and by making efforts to use
the word woman when it is appropriate.

Infantilizing

A 25-year-old man wrote to an advice columnist, depressed because he wanted to get married but had never
had a date. Part of the columnist’s response was “Just scan the society pages and look at the people who are
getting married every day. Are the men all handsome? Are the girls all beautiful?”
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This is an illustration of the way in which people, rather than using woman as the parallel to man, substitute
girl instead. As noted in the previous section, this in part reflects the use of a euphemism. But it is also true
that boy refers to male children, and man to male adults. Somehow girl, which in a strict sense should refer
only to female children, is used for female adults as well. Women are called by a term that seems to make
them less mature and less powerful than they are; women are thus infantilized in language. Just as the term boy
is offensive to Black activists, girl is offensive to feminists.

There are many other illustrations of this infantilizing theme. When a ship sinks, it’s “Women and children
first,” putting women and children in the same category. Other examples in language are expressions for
women, such as baby or babe. The problem with these terms is that they carry a meaning of immaturity and
lack of power.

Infantilizing: Treating people—for example, women—as if they were children or babies.

Male as Normative and Female as the Exception

One of the clearest patterns in the English language is the male as normative, or androcentrism, a concept
discussed in Chapter 1 (Smith et al., 2010). The male is regarded as the normative (standard) member of the
species, and this is expressed in many ways in language, for example, the use of man to refer to all human
beings and the use of he for a neutral pronoun (as in the sentence “The infant typically begins to sit up around
6 months of age; he may begin crawling at about the same time”). The male-as-normative principle in
language can lead to some absurd statements. For example, there is a state law that reads, “No person may
require another person to perform, participate in, or undergo an abortion of pregnancy against his will” (Key,
1975).

At the very least, the male-as-normative usage introduces ambiguity into our language. When someone uses
the word men, is the reference to male adults or to people in general? When Dr. Karl Menninger writes a
book titled Man Against Himself, is it a book about people generally, or is it a book about the tensions
experienced by male adults?

Masculine generics—that is, using masculine nouns and pronouns to refer to all people in a gender-neutral
sense—have long been used in English. Some people excuse masculine generics and say they aren’t an example
of male as normative speech. However, this explanation is problematic and inadequate. To illustrate the flaw
in the “generic” logic, consider the objections raised by some men who joined the League of Women Voters.
They complained that the name of the organization should be changed, for it no longer adequately describes
its members, some of whom are now men. Suppose in response to their objection they were told that woman
meant “generic person,” which of course could include a man. Do you think they would feel satisfied? Why
are masculine generics acceptable but feminine generics aren’t?

Masculine generics: The common usage of masculine forms (e.g., he, his, him) as generic for all people.

For some time, feminist linguists have theorized that the masculine generic is an example of sexism in
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language (e.g., Lakoff, 1973; Stahlberg et al., 2007; Swim et al., 2004). And the use of masculine generics in
English has been linked to the status of women in the United States. For example, Jean Twenge and her
colleagues (2012) analyzed the ratio of male to female pronouns (e.g., he/she, his/hers, him/her) in the full texts
of about 1.2 million U.S. books in the Google Books database. They found that when women’s status was
higher, such as when women had greater educational attainment and labor force participation, the proportion
of female pronouns was also higher. By contrast, when women’s status was lower, the use of female pronouns
was less frequent.

The male-as-normative principle is also reflected in the female-as-the-exception phenomenon. This
phenomenon occurs when a category that is considered normatively male has a female example; in those cases,
gender is noted because it is a deviation from the norm. A newspaper reported the results of the Bowling
Green State University women’s swimming team and men’s swimming team in two articles close to each
other. The headline reporting the men’s results was “BG Swimmers Defeated.” The one for the women was
“BG Women Swimmers Win.” As another example, in the wake of Hurricane Katrina, which destroyed much
of New Orleans, federal officials referred to the governor of Louisiana, Kathleen Blanco, as the “female
governor” (Lipton, 2005). At the same time, the governor of Mississippi, Haley Barbour, was never referred
to as the “male governor.” His maleness would not have been considered newsworthy. We assume that
athletes and governors are male, so in cases where they are female, this exception is often noted.

Female-as-the-exception phenomenon: If a category is considered normatively male and there is a female example of the category,
gender is noted because the female is the exception; a by-product of androcentrism.

Many parallel words also reflect the male-as-normative, female-as-exception pattern. Some nouns can be
qualified by adding a suffix—such as ess, euse, ette, or ix—that indicates female gender. For example, actor can
be modified to actress, adulterer can be modified to adulteress, and comedian can be modified to comedienne.
With such words, the masculine form is clearly the norm and the feminine form is a deviation from that
norm.

Sometimes, noting a person’s gender in this way can be a strategy to increase visibility of an underrepresented
gender group, but other times it’s just not relevant to the situation and may even stigmatize the person as the
exception to the norm.

Gendering of Language

Languages vary with regard to how they handle gender. Some languages are gendered and others are
genderless (Stahlberg et al., 2007). Languages such as English and Swedish are natural gender languages,
which means that although personal pronouns are differentiated by gender (as in she, he, her, him, etc.), most
personal nouns are gender neutral. So, for example, student is gender neutral, but you would use the subject
pronoun she to refer to a female student.

Natural gender language: A type of language in which most personal nouns are gender-neutral (e.g., student) but pronouns are
differentiated for gender; examples include English and Swedish.

182



By contrast, languages such as Spanish, German, Hindi, and Hebrew are grammatical gender languages, such
that various parts of speech (including nouns, pronouns, verbs, adjectives, etc.) that would not naturally be
considered masculine or feminine are inflected with gender. For example, in German the word for the noun
student is masculine, as in der Student, but the word for the noun university is feminine, as in die Universität.
Young children whose first language is a grammatical gender language, such as Spanish, quickly learn this
information as they learn to speak correctly (Lew-Williams & Fernald, 2007).

Grammatical gender language: A type of language in which parts of speech (including nouns, pronouns, verbs, adjectives, etc.) are
gender-inflected; examples include Spanish, German, Hindi, and Hebrew.

Languages such as Finnish, Mandarin, and Turkish are genderless languages, in that neither personal nouns
nor pronouns are differentiated for gender. For example, in Turkish the word for the noun student is öğrenci,
which is gender neutral, and you would use the subject pronoun o for that student, regardless of their gender.

Genderless language: A type of language in which gender is expressed only lexically and neither personal nouns or pronouns are
differentiated for gender; examples include Finnish, Mandarin, and Turkish.

Researchers have demonstrated that these different language types reflect societal gender equality. In a study
of 111 countries with different language types, researchers found that a country’s level of gender equality (as
described in Chapter 1) was associated with its language type (Prewitt-Freilino et al., 2012). Countries with
grammatical gender languages tend to have less gender equality relative to countries with natural gender
languages or genderless languages. In addition, masculine generics are more prominent in grammatical and
natural gender languages (Vainapel et al., 2015).

Does Sexist Language Actually Matter?

You might be asking yourself: Does any of this stuff—such as the use of masculine generics and gendered
languages—actually matter? It’s good to be skeptical, but it’s better to examine the data and weigh the
evidence.

Sexist language and sexist attitudes go hand in hand. The use of masculine generics reflects not only the
cultural or societal status of women (Twenge et al., 2012), but also personal attitudes about gender. For
example, Janet Swim and her colleagues (2004) conducted two studies on sexist beliefs and the use of sexist
language. In the first study, participants completed measures of sexist beliefs and were asked to mark a list of
sentences for grammatical and sexist language errors. Swim et al. found that participants who endorsed
modern sexist beliefs (discussed in Chapter 1) were less able to detect sexist language, in part because they had
narrower definitions of sexist language. In the second study, participants completed measures of sexist beliefs
and wrote responses to how they would respond to several moral dilemmas. Swim et al. then coded
participants’ responses for the use of sexist language, such as masculine generics. Participants who held
modern sexist beliefs used sexist language more often.

Some research finds gender differences in attitudes toward sexist language: Men are generally more supportive
of sexist language, and women are more supportive of nonsexist language (e.g., Douglas & Sutton, 2014;
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Parks & Roberton, 2004). Karen Douglas and Robbie Sutton (2014) conducted a study to explore why this
gender difference exists. Participants completed a questionnaire measuring their general preference for social
hierarchy and inequality over equality (known as social dominance orientation; Sidanius & Pratto, 1999) and
their tendency to think gender inequality is fair and legitimate (or system-justifying beliefs). Douglas and
Sutton found that gender differences in attitudes toward sexist language were explained by social dominance
orientation and system-justifying beliefs. In other words, the finding that men are more supportive of sexist
language was explained by men’s preference for social inequality and belief that gender inequality is fair. These
findings are in line with the argument that sexist language is caused by sexist beliefs, but, because the data are
quasi-experimental, we can’t actually infer causation.

Some argue that sexist language is a symptom of sexist attitudes and societal gender inequality. The generic
use of man and he reflects the fact that we think of the male as the norm for the human species and that we
carry gender stereotypes and biases in our thoughts (Cralley & Ruscher, 2005; Stahlberg et al., 2007). That is,
we use sexist language because we think in sexist terms. The practical conclusion from this is that if we change
our thought processes, language will change with them.

An alternative perspective comes from one of the classic theories of psycholinguistics, the Whorfian
hypothesis (Whorf, 1956). The Whorfian hypothesis states that the specific language we learn influences our
mental processes. If that is true, then gendered language doesn’t just reflect gender inequality; gendered
language perpetuates gender inequality. Similarly, some experts have argued that language encodes inequalities
in a culture and that language can normalize bias by making it part of everyday speech (Ng, 2007).

Whorfian hypothesis: The theory that the language we learn influences how we think.

In one study, researchers examined how using a natural gender language or a grammatical gender language
influenced people’s self-reported sexist attitudes (Wasserman & Weseley, 2009). Participants who were native
English speakers and bilingual were randomly assigned to respond to the survey in either a natural gender
language (English) or a grammatical gender language (Spanish or French). Participants who completed the
survey in a grammatical gender language reported more sexist attitudes than participants who completed the
survey in the natural gender language. These findings suggest that using a grammatical gender language may
actually promote sexist attitudes. Yet feminists need not despair—another study found that, even in a
grammatical gender language such as German, nonsexist language can still be used (Koeser et al., 2015).

In another study, researchers randomly assigned research participants in Israel to complete a survey measuring
aspects of academic motivation in Hebrew (a grammatical gender language) using either masculine generics or
a gender-neutral form (i.e., using both masculine and feminine forms; Vainapel et al., 2015). They found
gender differences in self-efficacy when the survey used masculine generics but gender similarities when
gender-neutral forms were used. That is, women’s self-efficacy scores were lower than men’s scores only when
masculine generics were used.

In addition, the Whorfian hypothesis would predict that practices like the use of masculine generics actually
make us think that the male is normative and the female is the exception. The process by which language
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encodes inequality and influences how we think about gender might start with very young children when they
are just beginning to learn their first language. As we develop, then, cultural linguistic practices become deeply
ingrained and form the foundation for how we think about gender.

In fact, many studies show that the use of masculine generics shapes how we think (e.g., Braun et al., 2005;
Foertsch & Gernsbacher, 1997; Gastil, 1990; Hamilton, 1988; Moulton et al., 1978; Vervecken & Hannover,
2015). We highlight a few of these studies here.

One of us (JSH) conducted a series of studies to investigate the effects of sexist language on children (Hyde,
1984a). First, she generated an age-appropriate stimulus sentence and asked first-, third-, and fifth-grade
children to tell stories in response to it. The children were divided into three groups. The stimulus sentence
was as follows:

When a kid goes to school, ___ often feels excited on the first day.

One-third of the children received he for the blank, one-third received they, and one-third received he or she.
When the pronoun was he, only 12% of the stories were about women, versus 42% when the pronoun was “he
or she.” Interestingly, when the pronoun was he, not a single elementary school boy told a story about a girl.
Clearly, then, when children hear he in a gender-neutral context, they think of a boy or man. Hyde also asked
the children some questions to see if they understood the grammatical rule that he in certain contexts refers to
everyone, both men and women. Few understood the rule; for example, only 28% of the first graders gave
answers showing that they knew the rule.

Hyde also had the children fill in the blanks in some sentences, for example:

If a kid likes candy, ___ might eat too much.

The children overwhelmingly supplied he for the blank; even 72% of the first graders did so.

This research shows two things. First, the majority of elementary school children have learned to supply he in
gender-neutral contexts (as evidenced by the fill-in task). Second, the majority of elementary school children
do not know the rule that he in gender-neutral contexts refers to both men and women and have a strong
tendency to think of men in creating stories from neutral he cues. For them, then, the chain of concepts is as
follows: (1) The typical person is a “he.” (2) He refers only to boys and men. Logically, then, might they not
conclude that (3) the typical person is male? Language seems to contribute to androcentric thinking in
children.

In a final task, Hyde created a fictitious, gender-neutral occupation: wudgemaker.

Few people have heard of a job in factories, being a wudgemaker. Wudges are made of plastic, are oddly
shaped, and are an important part of video games. The wudgemaker works from a plan or pattern posted
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at eye level as ___ puts together the pieces at a table while ___ is sitting down. Eleven plastic pieces must
be snapped together. Some of the pieces are tiny, so ___ must have good coordination in ___ fingers.
Once all eleven pieces are put together, ___ must test out the wudge to make sure that all of the moving
pieces move properly. The wudgemaker is well paid and must be a high school graduate, but ___ does
not have to have gone to college to get the job.

One-quarter of the children received he in all the blanks, one-quarter received they, one-quarter received he or
she, and one-quarter received she. The children then rated how well a woman could do the job on a 3-point
scale: 3 for very well, 2 for just okay, and 1 for not very well. Next, they rated how well a man could do the
job, giving ratings on the same scale. The results are shown in Figure 5.1. Which pronoun the children were
given didn’t seem to affect their ratings of men as wudgemakers, but the pronoun had a big effect on how
women were rated as wudgemakers. Notice in the graph that when the pronoun he was used, women were
rated at the middle of the scale, or just okay. The ratings of women rose for the pronouns they and he or she,
and finally were close to the top of the scale when children heard the wudgemaker described as she. These
results, then, demonstrate that pronoun choice does have an effect on the concepts children form; in
particular, children who heard he in the job description thought that women were significantly less competent
at the job than children who heard other pronouns did.

Other experiments show that when job titles are marked for gender (e.g., policeman), children are more likely
to view those occupations as being appropriate for only one gender, relative to when job titles are unmarked
for gender (e.g., plumber; Liben et al., 2002). There is also reason for concern about the effect on broader
issues, such as girls’ self-efficacy in male-stereotyped jobs (Vervecken & Hannover, 2015). Research
demonstrates that men and boys remember material better when it is written with masculine generics, but
girls and women remember it better when it is written with gender-neutral or feminine generics (Conkright et
al., 2000).

Figure 5.1 Children’s ratings of the competence of women and men as wudgemakers, as a function of the
pronoun they heard repeatedly in the description of the wudgemaker.
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Source: Hyde (1984a). Copyright © 1984 by the American Psychological Association.

In answer to the original question of whether this language business is really important, the data show that it
is. We need to be concerned about the effects that sexist pronoun usage has on children as their attitudes
about gender and aspirations for themselves are developing. Of course, social learning theory would tell us
that, if we want children to use nonsexist language, we adults should model it for them!

Some people believe that in theory it would be a good idea to eliminate sexism from language, but in practice
they find themselves having difficulty doing this in their speaking or writing. Next we discuss some practical
suggestions for avoiding sexist language (American Psychological Association, 2010; Miller & Swift, 1995)
and for dealing with some other relevant situations.

Toward Nonsexist Language

Our review of the evidence indicates that sexist language reflects societal gender inequality and has harmful
effects on how we think. Not surprisingly, feminists advocate for nonsexist language in order to reduce sexist
stereotyping and discrimination (e.g., Sczesny et al., 2016; Stahlberg et al., 2007). Nonsexist language might
include omitting inappropriate or irrelevant references to gender, replacing masculine forms of words (e.g.,
nouns such as policeman, pronouns such as he) with gender-unmarked forms (e.g., police officer, they), and
increasing the use of feminine forms (e.g., using he or she instead of only he) to make female referents more
visible.

A common solution is to use he or she instead of the generic he, him or her instead of him, and so on. Therefore,
the generic masculine in sentence 1 is modified as in sentence 2:

1. When a doctor prescribes birth control pills, he should first inquire whether the patient has a history of
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blood clotting problems.
2. When a doctor prescribes birth control pills, he or she should first inquire whether the patient has a

history of blood clotting problems.

Some believe that the order should be varied so that he or she and she or he appear with equal frequency.
If he or she is the only form that is used, women still end up second!

In addition, the problem with using a phrase such as he or she is that, while it makes women more
visible, it also reaffirms the gender binary and, therefore, makes nonbinary people invisible. So another
possibility is to switch from the singular to the plural, because plural pronouns do not signify gender, at
least in English. Therefore, the generic masculine in sentence 1 can be modified as follows:

3. When doctors prescribe birth control pills, they should first inquire whether the patient has a history of
blood clotting problems.

Another possibility is to reword the sentence so that there is no necessity for a pronoun, as in this
example:

4. A doctor prescribing birth control pills should first inquire whether the patient has a history of blood
clotting problems.

Another solution to this problem in English is the singular use of they and their. Singular they was standard
usage in English until the late 1700s, when a group of grammarians decided it was wrong (Bodine, 1975).
Today, there is increasing acceptance of the use of singular they in written English, and its use has long been
widespread in spoken English. Singular they is especially useful when someone’s gender is not known or
identified.

As consciousness of sexist language and critiques of the gender binary have become more visible, new gender-
neutral pronouns have been created. For example, one set that has been proposed is tey for he or she, tem for
him or her, and ter for his or her. Thus one might say, “The scientist pursues ter work; tey reads avidly and
strives to overcome obstacles that beset tem.” Entire books have been written with this usage. These new
pronouns have a great deal of merit, but they are not widely used yet. If the New York Times, the Washington
Post, the Wall Street Journal, and the president all started using ter, tey, and tem, these terms would certainly
have a better chance of widespread use.

Making a conscious effort to avoid misgendering people is also important for using more inclusive and
nonsexist language. When in doubt of the correct pronouns to use for a person, sometimes the best solution is
to politely ask that person. Still, if you make a mistake and misgender someone, a simple apology and
correction will do.

Space does not permit a complete discussion of all possible practical challenges that may arise in trying to
avoid sexist language and be more inclusive with our word choices. Usually, however, a little thought and
imagination can solve most problems. For example, the salutation in a letter, “Dear Sir,” can easily be changed
to “Dear Colleague” or simply “To Whom It May Concern.” Salutations such as “Dear Madam or Sir” and
“Dear Sir or Madam” reaffirm the gender binary and are therefore best avoided.
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Another aspect of nonsexist language is to avoid irrelevant reference to a person’s gender and gender identity.
When a person’s gender isn’t relevant, it’s best not to identify it (Dumond, 2014). Likewise, if a person’s
transgender or cisgender status isn’t relevant, it shouldn’t be identified (National Lesbian & Gay Journalists
Association, 2016).

Honorific titles such as Mr., Miss, Mrs., and Ms. can be problematic for several reasons. First, these titles
necessarily identify gender even when gender may not be relevant. In turn, using these titles carries the risk of
misgendering people. In addition, looking just at Miss and Mrs., these terms are considered by many to be
outdated and condescending to women. How often is it necessary to identify a woman’s marital status in her
title? Moreover, Miss is often used in an infantilizing manner. Ms. addresses both of these concerns and
affords the same status to a woman as to a man, regardless of marital status. But is there a title that is more
inclusive of nonbinary people, a title that avoids misgendering? In fact, more people have begun to adopt the
use of the gender-neutral title Mx. (pronounced mix; Corbett, 2015). Like Ms., this title isn’t an abbreviation
of an existing word in English. Its use isn’t yet widespread, but neither was Ms. until quite recently!

Institutional Change

A number of institutions have committed themselves to using and encouraging nonsexist language. For
example, most textbook publishers have guidelines for nonsexist language and refuse to publish books that
include sexism. (Two examples are Scott, Foresman and McGraw-Hill, which initiated this policy in 1972
and 1974, respectively.) The American Psychological Association (2010) requires the use of nonsexist
language in articles in the journals it publishes. And Webster’s Dictionary has a policy of avoiding masculine
generics and other forms of sexist language (“No Sexism Please,” 1991). In general, these are good sources for
the reader wanting more detail on how to reduce sexist language.

Nonetheless, some forms of sexism—particularly cisgenderism, which privileges cisgender people—have not yet
been adequately addressed by most institutions. For example, although the American Psychological
Association’s (2010) Publication Manual instructs authors to avoid masculine generics when referring to
groups of people, it also instructs authors to “be clear about whether you mean one sex or both sexes” (p. 73).
The problem with such statements is that it reaffirms the gender binary and makes transgender, intersex, and
nonbinary people invisible.

The use of gender-neutral pronouns is increasing at public and private universities in the United States, some
of which now offer incoming students the option to register their gender pronouns. For example, in the fall of
2015, Harvard University gave new students the following options: he, she, they, e, and ze. Notice that three of
these pronouns—they, e, and ze—are gender-neutral!

In Sweden, a new gender-neutral pronoun (hen) has been incorporated into the official Swedish language and
is used in Swedish media and government settings. Recall that Swedish is a natural gender language, like
English.

Many occupational titles, particularly in government agencies, have also changed. It is worth noting that some

189



of the changes introduce definite improvements. For example, firemen has been changed to firefighters. In
addition to being nonsexist, the newer term makes more sense, because what the people do is fight fires, not
start them, as one might infer from the older term.

Language and Careers

Our discussion of gender and language raises important practical questions for gender and the workplace.
Though we discuss gender and work in detail in Chapter 9, there are two issues regarding language that are
relevant in this chapter.

One issue is how the use of sexist language in job descriptions may contribute to a lack of gender diversity in
the workplace. For example, the use of sexist language in a job ad might signal that only men should apply. A
series of experiments explored the psychological effects of using sexist language during a mock job interview
(Stout & Dasgupta, 2011). Under the guise of a career development program, researchers invited
undergraduate participants to the lab to do mock job interviews. In the first part of the interview, participants
read a job description that used sexist language (e.g., masculine generics such as he, him, guys), “gender-
inclusive” language (e.g., he or she), or gender-neutral language (e.g., one, the employee). Both male and female
participants reported the job description in the sexist language condition to be sexist. Among women only, the
type of language used affected their feelings about the job. Women in the sexist language condition expected
lower sense of belonging in the job, reported lower motivation to get the job, and identified less with the job,
relative to the other two language conditions. In a follow-up study with only female participants, the
researchers also observed the participants’ nonverbal behavior and found that, in the sexist language condition,
women displayed less interested and more negative nonverbal behaviors. If an employer wants a diverse
workforce, they shouldn’t use sexist language!

For women aspiring to careers in male-dominated occupations, consider the implications of gender differences
in verbal communication. Which styles of speaking will work best for such women? One interesting
experiment assessed the impact of women using stereotyped patterns of tentative speech compared with
assertive speech (Carli, 1990). Participants listened to an audiotape of a persuasive speech delivered by either a
woman or a man. On one of the tapes, the woman used many tag questions (“Great day, isn’t it?”), hedges
(“sort of”), and disclaimers (“I’m no expert, but . . .”), indicating tentativeness. On another tape, she used no
tag questions, hedges, or disclaimers, thus indicating assertiveness. In the third tape, a man used tentative
speech, and in a fourth tape, a man used assertive speech. The results indicated that the female speaker who
used tentative speech was more influential to men than the assertive female speaker. For female listeners, the
effect was just the reverse: They were more influenced by the woman using assertive speech than by the
woman with tentative speech. Interestingly, men were equally influential whether their speech was tentative or
assertive. Apparently, men acquire their status and influence simply by being male; speech style makes little
difference. But to return to the implications for women and careers, the results of this study indicate that
changing from tentative to forceful speech for women is likely to have different effects, depending on whether
the woman is speaking to a man or a woman. Tentative speech seems to work best with men, and assertive
speech works best with women. Other research shows that some people react negatively to gender-norm
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violations in women’s speech (Lindsey & Zakahi, 2005). Women have to strike a delicate balance as they try
to advance their careers without evoking the ire of gender traditionalists.

In Conclusion

In this chapter, we began by considering the evidence on gender differences in verbal and nonverbal
communication.We think it is important to remember that verbal and nonverbal communication, like many
other forms of human behavior, are regulated by cultural norms and gender stereotypes. Violations of gender
stereotypes are sometimes perceived as evidence that a person is queer. Indeed, people often rely on both
verbal and nonverbal behaviors for cues regarding a person’s sexual orientation (e.g., Ambady et al., 1999; Van
Borsel & Van de Putte, 2014). Although many people believe that they can rely on particular gestures, styles
of speech, and other nonverbal behaviors as cues to sexual orientation—often referred to as gaydar—evidence
indicates that gaydar is inaccurate (Cox et al., 2016). In other words, it is often difficult to interpret violations
of gender stereotypes of verbal and nonverbal behavior.

Gendered patterns of verbal and nonverbal behaviors—whether tentativeness in speech or interpersonal
distance—always develop in cultural contexts. As such, we should be mindful of the intersectionality of gender
and culture when interpreting gender differences and similarities.

Experience the Research: Gender and Conversational Styles

Recruit four students, two who identify as men and two who identify as women (and who are not in this class), to participate. Pair
one man and one woman together alone in a room and tell them that you are going to give them a topic to discuss and that you want
to record their discussion to analyze it for a class. Be sure to obtain their permission to record the conversation, and assure them that
you will not reveal to anyone the identities of your participants. Then give the pair a controversial topic to discuss—perhaps a current
controversy on your campus or in national politics. Be sure that the topic is not gender stereotyped so that one person will feel
superior to the other. For example, “How good is the new quarterback on the football team?” would probably not be a good topic. By
contrast, “Would you vote for the new health care bill before Congress and why?” is a good topic. Tell them that you will record
their discussion for about 10 minutes. You should remain in the room and note any observations you have of their discussion.
Specifically, count the number of times each person nods in response to what the other is saying.

Repeat this procedure with the second male-female pair. You now have two audio recordings for data. Analyze the recordings in the
following ways:

1. Count the number of times the man interrupted the woman and the woman interrupted the man. Did men interrupt women
more than the reverse?

2. Count the number of tag questions (see text for explanation). Did women use more tag questions than men did? Having
listened to their conversation, how would you interpret the difference you found? Were the women indicating uncertainty, or
were they trying to encourage communication and maintain the relationship?

3. Count the number of hedges (e.g., “sort of”). Did women use more hedges than men?
4. Did women nod more in response to what men were saying or the reverse?

Chapter Summary

Tannen’s different cultures hypothesis holds that gender differences in speech patterns stem from the different goals that men and
women have when they communicate, such that women use more affiliative speech, whereas men use more assertive speech; meta-
analyses provide limited support for this position, as the gender differences found are very small. Mulac proposed that the verbal
communication of girls and women tends to be rated as more socially intelligent and aesthetically pleasing, whereas the verbal
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communication of boys and men is rated as more dynamic and aggressive. While data show these differences to be subtle, this
research may be used to inform communication therapy for transgender women and men.

Many gender differences in nonverbal communication—including encoding and decoding communication, smiling, visual
dominance, interpersonal distance, and posture—are tied to gender roles and power.

Analyses of the way women are treated in language reveal patterns in which the male is normative, as in the use of masculine
generics. Research with adults as well as children shows that masculine generics are not psychologically gender neutral, but rather
evoke images of men. In addition, such sexist language appears to both reflect and perpetuate gender inequalities. Sexist language
may contribute to the early social construction of gender for children.

Nonsexist language involves omitting inappropriate or irrelevant references to gender, using gender-unmarked forms, and avoiding
misgendering language. While many efforts to reduce sexist language have become standard, some forms of sexism, such as
cisgenderism, persist.
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Chapter 6 Gender and Emotion

Outline

1. Gender Stereotypes About Emotions
a. Emotionality
b. Specific Emotions
c. Some Consequences of Gender Stereotypes About Emotion

Focus 6.1: Gender and the Politics of Emotion
2. Gender and Emotional Experience and Expression

a. Emotional Expression and Display Rules
b. Measuring Emotion
c. Experience Versus Expression
d. Specific Emotions
e. Emotional Intensity

3. Emotional Competence
4. Emotions Beyond the Binary
5. The Socialization of Gendered Emotions

a. Socialization in the Family
b. Socialization by Peers
c. Brody’s Transactional Model

Experience the Research: The Gender Socialization of Emotions
6. Chapter Summary
7. Suggestion for Further Reading

“When I get upset, I can’t express myself at all, but if my wife’s upset, you’d think you were hearing
poetry. She can express exactly what she’s feeling inside.”

James, age 47 (quoted in Brody, 1999, p. 1)

James’s description of the difference between him and his wife resonates with many of us. It reflects not only
ubiquitous gender stereotypes about emotional expression and emotional competence, but also why those
stereotypes matter. The ability to accurately express one’s emotions is important for intrapersonal and
interpersonal reasons, and social relationships can be strained when this ability is lacking. In this chapter we
explore gender stereotypes about emotions and evaluate their accuracy. We also examine how real gender
differences in emotional experience, expression, and competence might develop.

Gender Stereotypes About Emotions
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Emotionality

Women have long been stereotyped as more emotional than men (Brody et al., 2016; Broverman et al., 1972;
Shields, 2005). That is, stereotypes hold that, compared with men, women experience and express more
emotions and do so more intensely. This stereotype is among the most pervasive of gender stereotypes: It is
found in the United States and across most other cultures (Brody, 1999; Fischer & Manstead, 2000).

The stereotype that women are emotional can hurt women as they try to succeed in education and in the
workplace. Since it was founded, Virginia Military Institute (VMI), a state university supported by taxpayers’
money, had been for men only. VMI is very prestigious within Virginia, setting up networks for its graduates
that lead them into the halls of power. Women were denied access to all this. When the men-only policy was
challenged in the 1990s, the case went all the way to the Supreme Court. The interesting aspect for us is the
argument made by VMI in the courts defending its policy (Shields, 2000). One expert gave testimony that
VMI “was not suitable for most women, because, compared with men, women are more emotional, less
aggressive, suffer more from fear of failure, and cannot withstand stress as well” (Greenberger & Blake, 1996,
p. A52). If that expert were right, women would have difficulty succeeding at any competitive university or
demanding job. Fortunately, the expert was wrong and was only parroting gender stereotypes, and the
Supreme Court ruled that women must be allowed admission. Still, it is clear that stereotypes about emotions
can have a huge impact on our lives.

Specific Emotions

Gender stereotypes hold that not only are women more emotional than men, but there are specific emotions
that are appropriate based on one’s gender. In one study, psychologists gave a list of 19 specific emotions to
participants (including undergraduates as well as adults from the community) and asked them to rate how
much men and women are expected to experience each emotion in our culture (Plant et al., 2000). The
findings of this study are shown in Table 6.1.

You will notice several important patterns in the table. First, the vast majority of the emotions—13 out of 19
—are stereotyped as appropriate for women. This echoes the stereotype of women being generally more
emotional than men. Second, those 13 female-stereotyped emotions encompass positive emotions (love,
happiness, sympathy) as well as negative emotions (embarrassment, fear, guilt). Third, all three male-
stereotyped emotions—anger, contempt, and pride—are associated with dominance and power. Those three
emotions are consistent with men’s dominant position in society (Brody, 1999; Hess et al., 2004). By contrast,
most of the female-stereotyped emotions (such as sadness, distress, and shame) convey vulnerability and
powerlessness. Fourth, there are only six emotions that men can experience without violating a gender
stereotype: In addition to the three male-stereotyped emotions, men are expected to experience amusement,
interest, and jealousy about as much as women. That’s not much of an emotional range for men, is it? In
Chapter 16 we will explore the consequences of restricting the expression of vulnerable emotions in men and
boys.

The stereotypes listed in Table 6.1 reflect what participants said when asked about stereotypes in “American”
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culture, and most of the participants were White. Might those same stereotypes ring true across other ethnic
groups in the United States? Different cultures hold quite different views on the experience and expression of
emotion. Asian cultures, for example, value great restraint in the expression of emotion. Might we see
different stereotypes at the intersection of ethnicity and gender?

Source: Data from Plant et al. (2000). Table created by Nicole Else-Quest.

To answer this question, Amanda Durik and I (JSH) asked African Americans about gender stereotypes of
emotion among African Americans, Hispanic Americans about gender stereotypes of emotion among
Hispanic Americans, European Americans about gender stereotypes of emotion among European Americans,
and Asian Americans about gender stereotypes of emotion among Asian Americans (Durik et al., 2006). The
results demonstrate that gender stereotypes vary across ethnic groups, which suggests that the social
construction of gender hinges, in part, on ethnicity. For example, we found that African Americans stereotype
African American women as expressing almost as much anger as African American men, and anger
stereotypes for African American women are about the same as for European American men. Of the four
groups, European American women are the ones who are stereotyped as not expressing anger. The
expectations for women, then, depend on those women’s ethnicity. This is a key point of intersectionality.

In Figure 6.1, we show Durik et al.’s (2006) findings on stereotypes of pride and love within each of the four
ethnic groups. Notice that European Americans are highly gender stereotyped about pride, whereas African
Americans are not; the findings show that African American women express about as much pride as African
American men do. European Americans and African Americans reported considerable gender stereotypes
about love, whereas Asian Americans’ ratings were less gender differentiated, probably because of the cultural
norm of nonexpression of emotions, which results in restraint in women’s expression of love. Interestingly,
Asian Americans rate women from their group as expressing about as much love as Hispanic Americans (a far
more emotionally expressive group) rate Hispanic men as expressing. The larger point is that there is
substantial variation from one ethnic group to the next in their expectations about which emotions are
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expressed by women and which are expressed by men.

Figure 6.1 Gender stereotypes of emotions in four ethnic groups.

Source: Durik et al. (2006). Figure created by Nicole Else-Quest.

What are the practical implications of the findings on ethnicity and gender stereotypes? Consider the case of
African American women and anger. In African American culture, it is acceptable for women to express anger
about as much as men do. This norm is caricatured by the “angry Black woman” stereotype. Among White
Americans, it is not acceptable for women to express anger; expressing anger violates the female gender role
requirement to be warm and submissive. At work, an African American woman might express anger over
some issue in a way that is completely appropriate in her culture, but her White male boss may react to her as
being completely inappropriate because, to him, women are not supposed to express anger. He may see her as
a problem employee, or he may find confirmation of his stereotype that African American women are angry.
Gender stereotypes of emotion, then, can have a powerful impact on interpersonal interactions in highly
important situations.

While intersectionality involves examining how gender is constructed differently across ethnic groups, it also
involves identifying similarities. Indeed, many similarities were found across ethnic groups as well. All ethnic
groups, for example, expect women to express more embarrassment and guilt relative to men (Durik et al.,
2006).

Some Consequences of Gender Stereotypes About Emotion

In previous chapters we discussed how stereotypes factor into how we process information about people. In
general, our stereotypes make us see all the confirmations of them and filter out exceptions to the stereotypes
(see Chapter 3). When a really major stereotype violation that we cannot ignore occurs, we are likely to
respond negatively to the stereotype violator. All these processes occur with gender stereotypes of emotion.
Consider the emotions of anger and sadness: Anger is male-stereotyped and sadness is female-stereotyped.
Because we don’t expect women to express anger, we may inaccurately perceive and explain their anger.

For example, in one study, researchers showed participants slides of two men’s and two women’s faces
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displaying specific emotions (Plant et al., 2000; see also Plant et al., 2004). In some of the slides, the poser
displayed anger, in others they displayed sadness, and in some they displayed an ambiguous blend of anger
and sadness (see Photo 6.1). The posers were experts, graduate students who were emotion researchers and
had been trained to contract exactly the right facial muscles to display particular emotions. Participants were
asked to rate how much sadness and anger were being expressed by the posers in each of the slides.

Photo 6.1 What emotion is this woman expressing? When women display an ambiguous blend of anger and
sadness, as observed in this photo, people believe that women are sad, not angry, whereas a man with a similar
ambiguous expression is seen as angry (Plant et al., 2000).

Photo courtesy of the authors.

The researchers hypothesized that gender stereotypes would influence participants’ ratings most when the
emotional expressions were ambiguous. That is, in the anger-sadness blend, a man would be rated as angry (a
male-stereotyped emotion) and a woman would be rated as sad (a female-stereotyped emotion). The results
were consistent with this hypothesis: Participants rated men’s blends as significantly angrier than women’s and
women’s blends as significantly sadder than men’s. Gender stereotypes affect the emotions we see people
displaying, even when the facial expressions are identical.

What happened when the emotional expression was clear and unambiguous? Participants rated women’s
unambiguous anger poses as significantly less angry than men’s unambiguous anger poses. The raters simply
saw less anger in women’s anger than in men’s anger. And as if that weren’t enough, participants saw sadness
in women’s anger poses but not in men’s. Anger just isn’t an acceptable emotion for women. People fail to see
it in women’s faces, or they misinterpret it as sadness. How difficult for women not to have their anger be
perceived, much less taken seriously. Gender stereotypes of emotions are harmful, in part, because they can
lead us to inaccurately perceive another person’s feelings.

Gender stereotypes of emotions may also lead us to inaccurately explain or attribute another person’s feelings.
In one study (Barrett & Bliss-Moreau, 2009), participants viewed pictures of faces expressing sadness, fear,
anger, and disgust paired with descriptions of situations that explained the emotions. For example, the
experimenters paired a picture of a man expressing sadness with the description “Attended the funeral of a
grandparent,” or a picture of a woman expressing anger was paired with “Argued with a coworker.”
Participants viewed 32 such face–description pairings four times; the experimenters were careful to make sure
that an equal number of each emotional expression was displayed by both genders. Next, the participants
viewed the faces again, but without the descriptions explaining them. This time, they were asked to describe
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the person in the picture as either “emotional” or “having a bad day.”

For expressions of sadness, fear, and anger, participants attributed women’s emotions to their being more
emotional; that is, they made dispositional, internal attributions for women’s emotions. Yet when men
expressed the same emotions, participants made situational, external attributions, attributing men’s emotions
to their simply having a bad day. In other words, men’s emotions were judged as being justified by the
situation, but women’s emotions were judged as being due to their more emotional nature. In sum, gender
stereotypes can lead us to ignore information about the situational causes and overemphasize the dispositional
causes of women’s emotions or exaggerate the situational causes and minimize the dispositional causes of
men’s emotions.

Focus 6.1 Gender and the Politics of Emotion

As we consider the consequences of gender stereotypes of emotion, a feminist analysis would propose that emotions are political
(Shields, 2005, 2013). Emotion stereotypes regulate people’s behavior and help to preserve the organization of social groups. For
example, in the South before the Civil War, enslaved Black people were forbidden to express anger, and that worked very well for
their White masters, maintaining the power of master over the enslaved. In the 19th century, women were stereotyped as emotional
and therefore weak and incapable of rational thought; the essence of this stereotype persists today. When a culture tells men or
women what emotions they may or may not express, the culture is preserving one group as more powerful and the other as less
powerful.

Social psychologist Victoria Brescoll (2016) has proposed that gender stereotypes of emotion create emotional minefields for women
in leadership roles. She points to the gender stereotype about emotionality, explaining that men are believed to have better control
over the expression of their emotions compared with women. That is, the stereotype holds that men and women differ in their
emotional expression but not in their actual emotional experience. Because of this perception about men’s ability to control their
displays of emotion, people infer that men are therefore more rational and less likely to let emotion sway their decision making. This
emotional restraint is stereotyped as masculine and reflective of good judgment (MacArthur & Shields, 2015). Effective leadership
requires a calm, cool-headed, and dispassionate nature, but these traits don’t mesh with the stereotype of women as emotional. In
turn, Brescoll notes, women are perceived to be less competent as leaders. It might seem, then, that the solution for women is to
control their emotional expression and to demonstrate that they are capable of rational decision making. However, Brescoll argues
that this alternative is also risky, because they might be perceived as cold, calculating, or dishonest if they don’t display enough
emotion. That is, too much emotional expression violates their leadership role, but too little emotional expression violates their
gender role. This double bind was echoed by Hillary Rodham Clinton during the 2016 presidential campaign, when she explained to
a reporter that she wanted to acknowledge and express her feelings, but knew she had to be cautious about it:

As a woman in a high public position or seeking the presidency, as I am, you have to be aware of how people will judge you for
being, quote, emotional. It’s a really delicate balancing act—how you navigate what is still a relatively narrow path—to be
yourself, to express yourself, to let your feelings show, but not in a way that triggers all of the negative stereotypes. (quoted in de
Cadenet, 2016)

Photo 6.2 How much emotion can a female leader express? Former U.S. secretary of state and Democratic presidential candidate
Hillary Rodham Clinton.
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Chip Somodevilla/Getty Images News/Getty Images & Robyn Beck/AFP/Getty Images.

Do the data support Brescoll’s (2016) theorizing? One recent study examined how people perceive men and women who control or
restrain their emotional expression (Hess et al., 2016). The results demonstrated that, when men showed emotional restraint, they
were perceived as more emotionally competent and more intelligent than when they expressed their emotion immediately, yet the
opposite finding was true for women. When women showed emotional restraint, they were perceived as less emotionally competent
and less intelligent. Thus, women seeking leadership roles must walk a fine line between expressing and restraining their emotions
lest they violate the expectations for their leadership role and gender role. We will return to this dilemma in Chapter 9.

Gender and Emotional Experience and Expression

Just how accurate are these gender stereotypes of emotion? What do we know about the real emotional lives of
women and men and how similar or different they are?

Emotional Expression and Display Rules

Emotion researchers distinguish between the experience of emotion and the expression of emotion. Every day
you may experience some emotions that you express and others that you do not express. You may mask
socially inappropriate emotions to be polite, for example. Display rules are a culture’s rules for which emotions
can be expressed or displayed. In American culture, for example, it is acceptable for people to express
happiness; in fact, they are encouraged to do so. In contrast, expressions of grief are discouraged. Gender
stereotypes contribute to display rules, so some emotions are acceptable for men but not women and vice
versa. Have you heard the expression “Boys don’t cry”? The restriction on boys and men crying is an example
of a gendered display rule of emotion. Another example is that it is acceptable for men, but not women, to
express anger. Can you think of other gendered display rules of emotion?

Display rules: A culture’s rules for which emotions can be expressed or displayed.

In light of display rules, we need to ask two distinct questions: Do women and men differ in their experiences
of emotion? Do they differ in their expressions of emotion? Before those questions can be answered, though,
you need to know how psychologists go about measuring emotion.

Measuring Emotion

Emotion researchers have measured emotional experience and expression in a variety of ways. There is no one
best way to measure emotion. Instead, the different methods tap into different aspects or modalities of
emotions.

One approach is to measure physiological aspects of emotion. In addition to being governed by display rules,
gender roles, and other cultural factors, emotions have biological foundations. You have no doubt noticed
that, in a situation that provokes intense fear, your heart pounds and your palms sweat. A pounding heart can
also go with anger. Different regions of the brain are active depending on the emotion a person is
experiencing. Emotional stimuli trigger the firing of neurons in the amygdala (a small region deep within the
temporal lobes of the brain), which activates neurons in the brain stem, which in turn triggers the autonomic

199



nervous system—reflected, for example, in changes in heart rate. The prefrontal cortex (the very front of the
brain) and hippocampus (a small structure lying close to the amygdala) are activated as well. All of these
physiological phenomena are part of the experience of emotion.

Modern neuroscientists are miles away from saying that, because brain regions are activated with the
experience of emotions, emotions are “hardwired” or biologically determined. Rather, neuroscientists studying
emotion emphasize the plasticity of the brain (Davidson & McEwen, 2012). Activation of a certain brain
region may create a particular psychological state, but the reverse process occurs as well: Behavior and
experience can create changes in the brain. The brain is plastic and capable of change.

Thus, emotion researchers use a variety of techniques to measure these physiological aspects of emotions.
These measures may include blood pressure, heart rate, and skin conductance, which assess autonomic
nervous system activation, or arousal. Researchers may also include neuroendocrine components of emotions
by measuring levels of epinephrine and norepinephrine, or they may measure electrical activity in the brain by
using an EEG (electroencephalogram). Neuroimaging techniques, such as fMRI (functional magnetic
resonance imaging) and PET (positron emission tomography), are used to explore and identify the areas of
the brain associated with specific emotions. Many of these techniques continue to be refined to be more
precise, and researchers are learning more about the physiological aspects of emotions every day.

An alternative approach is to examine people’s own subjective experience of emotion, typically with self-
reports. The reports may take a variety of forms, from checklists on which respondents identify the emotions
they have experienced in the past week to daily diary methods in which participants record their emotional
responses to events at the time they occur. Self-report measures assume that people recognize and are aware of
the emotions they experience, yet it seems likely that some people are better than others at recognizing their
emotions. Of course, emotional experience is inherently internal and subjective, and self-reports are able to
capture that aspect in a way that physiological measures cannot.

Researchers might also choose to focus on emotional expression. The pattern of facial muscles that contract
when a person expresses anger, or disgust, or happiness is present from infancy and is universal across cultures
(Ekman & Oster, 1979). Facial expressions of emotion may be measured with visual observations as well as
with facial EMG (electromyography), which assesses patterns of electrical activity associated with facial
muscle contractions. And verbal expressions of emotion may be captured in measures such as the number and
kind of emotion words that people use in their language, for example, in a conversation or diary entry.

An important point to remember here is that no single measure of emotional experience or expression is
perfect. Each measure has costs and benefits, depending on the needs or aims of the researcher. For example,
some physiological techniques are very informative when participants are not aware of their emotional
experiences or are motivated to mask their emotions because of display rules, but those techniques are also
quite expensive and sometimes imprecise. Ideally, researchers can use multiple measures of emotion (for
example, using skin conductance, EMG, and self-report) to get a clear picture of participants’ emotions.

Experience Versus Expression

200



One study provides a particularly nice example of research on gender differences in these multiple aspects of
emotion and demonstrates why it’s ideal to use multiple measures (Kring & Gordon, 1998). Undergraduates
viewed brief film clips designed to stimulate happiness, sadness, or fear. While the participants viewed the
film, their skin conductance was measured and their facial expressions were videotaped. At the end of each
clip, they rated how much they had experienced each of four emotions: sadness, fear, disgust, and happiness.
In short, the researchers used physiological, facial expression, and self-report measures.

The results showed both similarities and differences between women and men. For all emotion clips, women
were significantly more facially expressive than men. While men and women reported similar emotional
experiences, men showed significantly higher skin conductance reactivity to the fear films than women did
(contrary to the stereotype that fear is unmanly!). Men also showed more skin conductance reactivity to the
happy clips, as did women to the sad clips, although the differences were not quite significant. In short,
patterns of gender differences can reverse themselves depending on the aspect of emotion that is measured.
Women tend to be more facially expressive than men (except perhaps in the expression of anger). But men, at
least for some emotions, show more autonomic nervous system reactivity.

How do we make sense of these complex patterns of gender differences and similarities in emotional
experience and expression? This study found that women were more likely to be externalizers, in that they
were facially expressive but had a low skin conductance response (Kring & Gordon, 1998). By contrast, men
were more likely to be internalizers, being facially inexpressive but having a higher skin conductance response.
Other researchers argue that, although men are more likely to show the internalizer pattern, women are more
likely to be generalizers—that is, to express emotions on all measures (Brody et al., 2016). The internalizer
pattern of men corresponds, of course, to the gender role requirement that men restrain or control their
emotional expression (MacArthur & Shields, 2015).

In a follow-up experiment by the same group, the first experiment was replicated but with different film clips
and, in addition, the measurement of participants’ gender role identity using the Bem Sex Role Inventory,
discussed in Chapter 3 (Kring & Gordon, 1998). Again, women were more facially expressive than men
across all film clips. In terms of skin conductance, men showed more reactivity to the anger and fear films and
women showed more reactivity to the sadness and disgust films. Interestingly, gender role identity showed
larger effects on emotion responses than gender did: Androgynous people were more facially expressive than
masculine people. This finding provides evidence of the importance of gender roles in determining which
emotions we express or do not express. It also reminds us that gender is much more complex than the gender
binary would suggest.

Specific Emotions

Recall that most emotions are stereotyped as feminine, whereas only a few are stereotyped as masculine or
gender-neutral (Plant et al., 2000). Are these gender stereotypes accurate? Many studies have been conducted
on the experience of specific emotions, and meta-analysis helps us find patterns among those studies. Here
we’ll describe three meta-analyses of gender differences in emotion.
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We conducted a meta-analysis of gender differences and similarities in child temperament, which includes
traits such as emotionality and the tendency to express specific emotions like anger and fear (Else-Quest,
2012; Else-Quest et al., 2006). Parent and teacher reports of children’s behaviors were the primary source of
data for the meta-analysis. In contrast to gender stereotypes, boys were not more prone than girls to express
anger (d = 0.04), and girls were not more emotional than boys (d = 0.01). Girls were only slightly more prone
than boys to express fear (d = –0.12) and sadness (d = –0.10).

Temperament: Constitutionally based individual differences in reactivity and self-regulation, such as emotional intensity, inhibitory
control, activity level, and distractibility.

Another meta-analysis examined gender differences and similarities in children’s expression of specific
emotions (Chaplin & Aldao, 2013). Among the female-stereotyped emotions, such as happiness, surprise,
sadness, fear, and disgust, gender differences were generally close to zero or very small, with the exception of
shame (which was higher in girls). Among the male-stereotyped emotions, findings were mixed. Girls actually
expressed more contempt than boys did, and boys expressed only slightly more anger than girls did.

My (NEQ) students and I conducted a meta-analysis of gender differences and similarities in a subset of
emotions known as self-conscious emotions (Else-Quest et al., 2012). Self-conscious emotions are emotions
about the self, such as guilt, shame, pride, and embarrassment, and often have to do with morality or adhering
to social norms. Gender stereotypes hold that women experience more guilt, shame, and embarrassment but
that men experience more pride (Plant et al., 2000). Our meta-analysis found that, while women and girls
reported experiencing more guilt (d = –0.27) and shame (d = –0.29), gender similarities were the rule for
embarrassment (d = –0.08) and pride (d = –0.01).

Self-conscious emotions: Emotions about the self, which often have to do with morality or adhering to social norms; includes guilt,
shame, pride, and embarrassment.

In sum, meta-analyses of gender differences in emotional experience and expression indicate that gender
stereotypes about emotions tend to be exaggerated or, in some cases, just plain wrong.

Another important pattern has emerged across studies of gender and emotion. That is, just as gender
stereotypes of emotion may vary across ethnic groups (Durik et al., 2006), so can gender differences in actual
emotional experiences. For example, we found that for guilt and shame experiences, people of color displayed
gender similarities but White people displayed gender differences (Else-Quest et al., 2012). Similarly, in a
study of low-income, primarily African American adolescents, gender similarities were the rule for expressions
of anger (Panjwani et al., 2016). These patterns remind us to take an intersectional approach to gender.

Emotional Intensity

Researchers have found gender differences in self-reported intensity of emotional experience and expression,
with women reporting the greater intensity (Brody et al., 2016). And, whether in conversations or in writing
samples, girls and women use more emotion words and talk about emotions more than boys and men do
(Brody et al., 2016; Goldschmidt & Weller, 2000). But does this mean that women are actually more
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emotional than men? A feminist analysis—which suggests that emotions are political—can help us make
sense of these findings.

Consistent with the feminist analysis of gender and emotion discussed earlier, emotions that function to
display one’s power and dominance and encourage competition—such as anger, contempt, and pride—can be
considered powerful emotions. By contrast, emotions that function to display one’s vulnerability and maintain
harmony within a relationship—such as fear, sadness, shame, and guilt—can be considered powerless
emotions. We know that powerful emotions are stereotyped as masculine and that powerless emotions are
stereotyped as feminine, but do men and women actually differ in their expression of these emotions?

Photo 6.3 While gender stereotypes suggest that girls don’t experience as much pride as boys do, empirical
data show a pattern of gender similarities in pride experience.

© iStockphoto.com/Steve Debenport

Photo 6.4 Cultural display rules of emotion prohibit women from expressing anger, yet these rules may not
apply equally to people of color. An intersectional approach to gender and emotion reveals ethnic variations in
gender differences in emotional expression.

©iStockphoto.com/drbimages & ©iStockphoto.com/Juanmonino.
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Analyzing data from 37 cultures, Fischer and her colleagues (2004) tested the cultural universality of gender
differences in the experience of powerful and powerless emotions. They found gender similarities in the
experience of powerful emotions; that is, men and women reported experiencing the same intensity of anger
and disgust, regardless of culture. However, compared with men, women reported experiencing significantly
more intense powerless emotions. In other words, men’s experience of fear, sadness, shame, and guilt was less
intense than women’s experience of these emotions. Women’s emotional intensity did not vary across cultures,
but men’s did. Men’s experience of powerless emotions depended, in part, on gender equality: Men in more
gender-egalitarian countries tended to report less intense fear, sadness, and so forth, compared to men in less
gender-egalitarian countries. How might societal gender equality be linked to gendered display rules for
powerless emotions?

Gender roles may account for the gender difference in intensity of emotion (M. Grossman & Wood, 1993).
For women, endorsement of gender stereotypes and reports of intensity of personal emotional experiences are
positively correlated: The more that women believe in stereotypes, the more intense they report their own
emotions to be. For men, the correlation between endorsement of gender stereotypes and reports of emotional
intensity is negative: The more that men believe in gender stereotypes, the less intense their emotions.
Stereotypical men don’t express emotions and stereotypical women do.

In a related experiment, researchers removed gender role pressures by exerting pressure for both men and
women to be emotionally expressive—specifically, by telling participants that research showed a positive
correlation between emotional responsiveness and psychological adjustment (M. Grossman & Wood, 1993).
In the control condition no such instructions were given, and presumably gender role pressures were in force
as usual. Under the control condition, women gave more extreme emotional responses to negative slides than
men did, but under the instructions encouraging emotional expressiveness, men’s responses were the same as
women’s. Women’s greater emotionality is thus not a biologically determined Natural Law. This study shows
powerfully that it is determined by gender roles.

Emotional Competence

Being able to perceive, appraise, and express emotions accurately and clearly, to understand, analyze, and use
knowledge about emotions to think and make decisions, and to regulate the emotions of oneself and others is
known as emotional competence (sometimes emotional intelligence). On most of these abilities, women score
higher than men (Brody et al., 2016). For example, compared with men, women tend to display more
complex emotion knowledge when describing how others might feel in hypothetical situations (Ciarrochi et
al., 2005). Elementary school teachers report that girls are better at regulating their emotions than their male
classmates (Rogers et al., 2016). One meta-analysis found that women are more skilled than men at
recognizing the emotions of others, whether in photographs, films (with or without audio), or audio
recordings, d = –0.27 (Thompson & Voyer, 2014). Women also demonstrate more awareness of their own
emotions and seem to encode their emotional experience in more detail in memory than men do (Barrett et
al., 2000; Gohm & Clore, 2000; Seidlitz & Diener, 1998).
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Emotional competence: The ability to perceive, appraise, and express emotions accurately and clearly; to understand, analyze, and
use knowledge about emotions to think and make decisions; and to regulate the emotions of oneself and others.

Similarly, women are generally more accurate than men at what psychologists call decoding nonverbal cues—
that is, at reading other people’s body language (Guerrero & Jones, 2006; McClure, 2000; see Chapter 5). For
example, women are better than men at reading facial expressions of emotion (Hall & Matsumoto, 2004).
The evidence indicates that this gender difference develops early in the lifespan and persists into adulthood. In
adolescence, girls are able to read facial expressions of emotions faster and more sensitively than boys (Lee et
al., 2013). Even as young as 3½, girls are better at identifying emotions than boys are (Bosacki & Moore,
2004; Nelson & Russell, 2015).

Emotionally competent behavior sometimes includes masking socially inappropriate emotions and feigning
polite ones. For example, cultural display rules dictate that when children are presented with a disappointing
gift, they should not show how disappointed they feel and they should instead express happiness and
gratitude. By elementary school, girls are better than boys at controlling their emotions and displaying socially
appropriate emotions. For example, first- and third-grade girls, when presented with a disappointing gift,
display less negative emotion and more positive emotion than their male peers (Davis, 1995). Should we take
these findings as evidence that men and boys cannot read others’ emotions or understand their own emotions?
Are men destined to be emotionally incompetent? Thank goodness, no! In fact, several studies have indicated
that, when motivated, men can be just as emotionally competent as women are (Ciarrochi et al., 2005; Klein
& Hodges, 2001).

It seems that, unlike the female gender role, the male gender role does not entail many aspects of emotional
competence. Given that emotional competence is associated with social and emotional well-being (Salovey et
al., 2008), wouldn’t it be better if everyone were emotionally competent? For example, it is often an asset to be
able to read others’ emotions accurately, whether those emotions are expressed by one’s boss, one’s employee,
or one’s romantic partner. Indeed, emotional competence even appears good for one’s physical health
(Mikolajczak et al., 2015). Thus, an important question for psychology is this: How do we encourage and
socialize all aspects of emotional competence for children during development, regardless of their gender?

There is one area of emotional competence in which women do not seem to do as well as men, and that is in
some aspects of emotion regulation. We will return to this issue in Chapter 15, when we discuss gender
differences in rumination and depression.

Emotions Beyond the Binary

As you’ve probably noticed, much of the research on gender and emotion is firmly planted in the gender
binary. Studies have generally focused on differences between cisgender men and cisgender women in
emotional experience, expression, and competence. When psychologists have studied emotions in transgender
men and women, the focus has been on their experience of negative emotions and psychological distress
(Budge et al., 2015). Consequently, psychologists do not know enough about the full range of emotional
experience, expression, and competence of trans people.
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As more and more researchers begin to incorporate new knowledge about gender diversity, we expect that
research on gender and emotion will flourish. New questions about gender and emotion are being asked, and
researchers are discovering new knowledge about the emotional world of trans people. For now, much of this
research is in its infancy. Some lines of research have begun to shift focus away from gender assigned at birth.
For example, several studies demonstrate that gender role identification plays a larger role than binary gender
in shaping emotional expression (e.g., Fischer & LaFrance, 2015). Other lines of research specifically examine
the emotional experiences of trans people. For example, one study of transgender men and women examined
how changes in levels of testosterone and estrogen during medical transition might shape emotional
competencies such as the ability to recognize emotions (Spies et al., 2016).

Another study with transgender men, conducted by Stephanie Budge and colleagues (2015), explored how
masculinity and trans identity may shape the experience of positive emotions across the transition process.
The men described the experience of emotions such as pride, happiness, awe, and love, as well as a lack of
shame and fear. For example, one participant described pride in his identity: “I’m proud that I’m myself now,
that I’m being myself. You know? And that I wasn’t like that before, and now I am. I’m me. And I’m proud to
be me” (p. 418). Another participant described the change in his emotions across the transition process: “I’ve
had people say, my friends say, you know, you’re so much more relaxed. You’re so calm. You know, much
more easygoing and happy. That I look happy” (p. 419).

These are exciting times for the study of gender and emotion, and we are on the brink of many new
discoveries.

The Socialization of Gendered Emotions

An 18-month-old, frustrated at not being allowed to play with a captivating toy that is in plain view, will not
say, “I’m angry.” Instead, the child experiences frustration and rage and expresses these emotions facially and
in other ways. The parent may respond by saying, “You’re angry, aren’t you?” or “You seem sad,” or “Don’t get
mad.” The child learns differently depending on the parent’s response—in the first case, learning to label their
feelings as anger; in the second, to misinterpret them as sadness; and in the third, to restrain or regulate their
feelings. Between the ages of 2 and 5, children rapidly learn to identify their own emotions and those of others
(Saarni, 1999). Parents guide this process, socializing their children about how to label and interpret their
feelings and what to do with them (Eisenberg et al., 1998). In the process, parents are likely to impose gender
stereotypes. Here we consider both the family and peers as early socializers of gendered emotions.

Photo 6.5 The socialization of emotion: Mothers display more intense facial expressions of emotion to infant
daughters compared with infant sons.
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Socialization in the Family

In general, the family is an important source of gender socialization. With regard to the socialization of
gendered emotions, several patterns emerge from the research. One pattern in the data is that parents
sometimes treat sons and daughters differently. A number of studies demonstrate that parents talk about
emotions differently with sons compared with daughters (Denham et al., 2010; Fivush & Buckner, 2000). For
example, mothers talk about emotions more with daughters than with sons (Brody, 2000; Fivush et al., 2000).
And when parents do talk about emotions with their children, it’s often in a way that conveys gender
stereotypes (van der Pol et al., 2015).

In a classic experiment, a videotape was made of a baby’s emotional responses to a jack-in-the-box popping
open (Condry & Condry, 1976). The baby stared and then cried. The videotape was shown to adults, half of
whom were told the baby was a boy and half of whom were told it was a girl. Those who thought the baby
was a boy labeled the emotions “anger”; the other half, who thought the baby was a girl, called the emotions
“fear.” In short, the adults read the emotions differently depending on the baby’s gender. This partly explains
why parents socialize children’s emotions in gender-stereotyped directions: The parents, viewing a child’s
behavior through the lens of gender stereotypes, perceive the child to be experiencing gendered emotions.

Have things changed since this classic study was conducted? Recent attempts to replicate Condry and
Condry’s (1976) findings have produced more complex results. For example, raters who tend not to endorse
gender stereotypes rate the emotions of boy and girl infants similarly. Raters, especially male ones, who tend
to endorse gender stereotypes are the most likely to perceive a baby boy’s reaction as angry (Plant et al., 2000).
In other words, it seems that some adults may still see the baby’s behavior through the lens of gender
stereotypes. As gender stereotypes change and people become more vigilant about stereotyping, we might
expect gender socialization of emotions by parents to change, too.
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Another pattern in the research is that mothers and fathers differ in emotion socialization behaviors. For
example, mothers are more emotionally expressive than fathers (Dunsmore et al., 2009). Compared with
fathers, mothers talk about emotions more often with their children (Zaman & Fivush, 2013) and are more
supportive and less unsupportive of their children’s negative emotions (Nelson et al., 2012). Other research
suggests that, while fathers are more likely to play the role of a playmate, mothers are more likely to serve as
emotional gatekeepers for children (Aznar & Tenenbaum, 2013; Denham et al., 2010). Being an emotional
gatekeeper involves taking on the work of regulating children’s emotions and fostering children’s emotional
competence.

Moreover, differences between mothers’ and fathers’ emotion socialization behaviors may depend on how
involved they are in caring for their children. That is, when fathers become more involved with their children,
patterns of gendered emotions are different (Brody, 1999). Girls with more involved fathers express less fear
and sadness, compared with girls whose fathers are less involved. Boys with more involved fathers express
more warmth and fear. Consistent with Nancy Chodorow’s theory (see Chapter 2), fathers’ involvement in
the family seems to be crucial to breaking down stereotypes in the next generation.

In addition, both parent gender and child gender interact in the socialization of gendered emotions; that is,
they both matter. Mothers actively encourage boys, more than girls, to respond to angry situations with anger
and retaliation (Brody, 1996). Boys get the message and expect their mothers to react more warmly to them
when they express anger than when they express sadness (Brody, 1996). Fathers pay more attention to their
daughters when they are displaying sadness or anxiety and to their sons when they are displaying anger
(Chaplin et al., 2005). This attention probably encourages more expression of those emotions.

How mothers and fathers respond to their children’s expression of negative emotions may depend on the
child’s gender and also differ across ethnic groups. For example, one study examined how mothers and fathers
of three ethnic groups (European American, Lumbee American Indian, and African American) responded to
their children’s expressions of negative emotions (Brown et al., 2015). For responses to their daughters’
negative emotions, mothers were more supportive than fathers across each group. In responses to their sons’
negative emotions, European American mothers were more supportive than European American fathers,
Lumbee mothers and fathers were equally supportive, and African American mothers were less supportive
than African American fathers. Some of these patterns are consistent with gender stereotypes within those
specific racial/ethnic groups.

Why do parents socialize children’s emotions in stereotypical ways? Parents’ patterns of socialization likely
reflect the roles that they anticipate sons and daughters will hold in adulthood (Brody, 1999). Men’s roles
focus on employment, where competition, power, and control are thought to be functional. Boys are therefore
shaped not to express their emotions, especially emotions that would reveal vulnerability. The exceptions are
anger, contempt, and pride, which boys and men are allowed to express and which seem consistent with high-
status work roles. Women’s roles focus on caregiving, whether as mothers or in occupations such as teacher or
nurse. Girls are therefore socialized for qualities such as warmth and empathy. At the same time, in their
anticipated lower-status roles, they can express vulnerability by revealing fear and sadness.

208



Importantly, these differences in emotional expression then serve to perpetuate power and status differences
between women and men. An openly fearful person is ill-suited to be the CEO of a corporation, and a person
who is too ready to express anger and contempt is ill-suited to be a preschool teacher.

Socialization by Peers

A college student recalled to one of us how, around fifth grade, his expressions of sadness were literally beaten
out of him by other boys. Some sad events happened in his family that year, and that in turn made him more
emotional at school. He learned that if he cried in front of his peers, they would ridicule him and engage in
dominance behaviors such as punching him. That only made him feel sadder and more like crying. But he
learned, painfully yet quickly, never to cry, no matter how much he was hurting, emotionally or physically.
This is a clear example of how peers may socialize one another and enforce gendered display rules of emotion.

Data suggest that this student’s experience isn’t unusual. One study asked adolescents to imagine how their
friends would react if they expressed negative emotions like anger in response to a negative event, such as
getting bad news or discovering that someone had done something unfair to them (Klimes-Dougan et al.,
2014). Girls reported that their friends were likely to engage in behaviors such as asking questions about the
situation, rewarding or magnifying the emotions, or overriding the emotions and telling the girl to cheer up.
By contrast, boys reported that their friends would likely ignore or neglect their negative emotions or engage
in physical, verbal, or relational victimization.

Other studies also find that, when it comes to expressing negative emotions such as sadness, boys and girls are
socialized differently by their peers. Boys and girls differ not only in how much sadness they express to their
peers, but also in how their peers respond to that emotional expression (Perry-Parrish & Zeman, 2011). In
turn, boys who do express sadness in front of peers are less accepted and popular, and more likely to be teased
(Perry-Parrish & Zeman, 2011).

In sum, these studies tell us that peers are active gender socializers who enforce gendered display rules about
negative emotions such as anger and sadness.

Brody’s Transactional Model

Feminist psychologist Leslie Brody (1999) has proposed a comprehensive model for the development of
gender differences in emotional expression, building on the work of Chodorow (1978; see Chapter 2) and
emphasizing the complex interactions among biological, social, and cultural factors. Brody’s model is a
transactional model in that it emphasizes the bidirectional influences of children and parents, interacting and
shaping each other’s behaviors. That is, the process begins in infancy with subtle differences in temperament
between girls and boys. While boys are more physically active than girls, girls are more sociable than boys.
Girls also have better and earlier language skills than boys, and they develop self-control earlier than boys.
Parents respond to the temperamental traits that they perceive in their children, such as by reinforcing girls’
sociability and empathy with more opportunities to develop their social skills and emotional competence.
Parents also socialize their children in socially acceptable gender-stereotyped ways, preparing them for their
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adult gender roles. In turn, the subtle gender differences in activity, sociability, language, and self-control
develop into meaningful gender differences in emotional expression.

As children continue to develop, peers play an increasingly important role in gender role socialization.
According to Brody, peers enforce gender stereotypes and gendered display rules of emotion, especially in the
context of gender-segregated groups. That is, within same-gender peer groups, gendered patterns of social
interaction and emotional expression are reinforced, such that girls continue to hone their skills for warm and
intimate dyadic interactions and boys continue to develop their capacity for intense competitive interactions.
Because those who violate these norms are socially excluded, children and adolescents are motivated to adhere
to their gender role and follow the display rules. The result, according to Brody, is social acceptance in the
short term but decreased mental and physical well-being in the long term.

Experience the Research: The Gender Socialization of Emotions

In this exercise, you are going to investigate the differences in two mothers’ emotion words, comparing the conversations of a mother
with her daughter and a mother with her son. Find two mothers with kindergarteners, one a boy and one a girl. Get their permission
to record a conversation between them and their children. Ask each mother to think of two specific events her child has experienced
and would be likely to remember and then to engage the child in conversation about first one event and then the other. Record the
conversations, which should last between 5 and 10 minutes. After you’ve completed the data collection, transcribe the tapes—that is,
type up exactly what was said in each conversation. Count the number of positive emotion words and negative emotion words that
each mother used. As you do this, consider these questions: How are you going to define which words count as emotion words? Did
the mother of the daughter use more emotion words than the mother of the son? Were there any other differences in patterns? For
example, was anger discussed with the son but not the daughter?

Chapter Summary

Women are stereotyped as expressing a wide variety of both positive and negative emotions, including fear, sadness, sympathy,
happiness, and love. Men, in contrast, are supposed to express only anger, contempt, and pride. Such stereotypes not only reflect
women’s and men’s roles in adulthood, but also help to perpetuate these differentiated roles.

Although there is great similarity across U.S. ethnic groups in gender stereotypes of emotion, there are also some notable differences.
African Americans, for example, believe that African American women express anger nearly as much as African American men do.
Gender stereotypes of emotions can have important consequences, leading people to misread others’ emotions and evaluate people
based on different standards.

Beyond the stereotypes, the issue of gender differences in actual emotional experience and expression is complex. Emotion manifests
itself in many ways, including facial expressions, subjective feelings captured in self-reports, and arousal of the autonomic nervous
system. Patterns of gender differences may be inconsistent across these various modalities, thus highlighting how oversimplified the
stereotypes are. With regard to gender differences in the experience of specific emotions, the evidence suggests that gender
stereotypes are often exaggerations or just plain inaccurate. Gender differences in emotional expression are complex and enforced by
gendered display rules of emotion.

Emotional competence is important for social, emotional, and even physical well-being. Consistent gender differences in most
aspects of emotional competence demonstrate that boys and men lag behind girls and women in this aspect of emotion. Still,
emotional competence is socialized and learned, which indicates that these gender differences can be eliminated.

Much of the research on gender and emotion rests on the assumption of a gender binary. Emerging lines of research examine
emotional experiences of transgender individuals and emphasize the importance of gender identity over gender assigned at birth.

Gender socialization shapes emotional expression, beginning with parental socialization from infancy. As children grow older, peers
play a larger role in gender socialization, including the socialization of emotional expression. We have just seen that peers from
preschool to middle school exert powerful pressures in favor of gender-stereotyped expressions of emotion. Gender-segregated
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patterns of play are influential as well. Boys play with other boys, and girls play with other girls. In those same-gender groups,
gendered display rules and gender roles are honed. Relative to boys and men, girls and women are more facially expressive of
emotion and talk more about emotions. Brody’s developmental model ties these diverse findings together and proposes that subtle
differences in infancy grow into real gender differences in emotional competence because of family and peer socialization practices
within a cultural context.

It is important to remember the cultural context in which we develop. The media, for example, portray women and men displaying
different emotions. And, as we have seen, different cultures and ethnic groups have different expectations about gendered emotions.
These cultural norms shape our gender development.

Suggestion for Further Reading

Barrett, Lisa F., Lewis, Michael, & Haviland-Jones, Jeannette M. (Eds.). (2016). Handbook of Emotions (4th ed.). New York, NY:
Guilford. This handbook, with chapters written by leading emotion researchers, reviews the diverse empirical research on emotional
experience, expression, and development.
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In May 2011, reporters revealed that a Toronto couple was hiding the gender of their 4-month-old baby,
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hoping that the child would receive more gender-neutral treatment and not be stereotyped (Blackwell, 2011).
They named the baby Storm.

Meanwhile, on television there was a series called Toddlers and Tiaras, in which girls as young as 4 were thrust
into elaborate dresses and “dolled up” with heavy makeup and pouffy hairdos to compete in a beauty pageant
for tots. No gender neutrality for them.

These two cases represent the extremes of the gender development questions facing parents and their children
growing up today. Some parents want their kids to be treated equally and without the constraints of gender
roles and gender stereotypes. By contrast, others think that the best thing to do is to teach their daughters
how to be feminine and their sons how to be masculine. Parents of transgender and gender nonconforming
kids face similar questions about gender, often with an additional level of complexity. The decisions parents
make about how to raise their children are often rooted in personal and cultural values, which can make
questions about gender development very controversial.

In this chapter we will consider gender development over the lifespan and the extensive cultural forces that act
to shape that development. Although most of the available research focuses on the development of cisgender
individuals, we discuss research on trans individuals whenever possible. We focus our discussion on key
developmental issues within the broad stages of infancy, childhood, adolescence, emerging adulthood,
adulthood, and later adulthood.

Infancy

Developmental psychologists have spent an extraordinary amount of time studying children, particularly
preschoolers and infants. Investigations of infant gender differences generally have involved two primary lines
of reasoning. First, some have reasoned that, if gender differences are found in newborns, then those
differences must surely be innate and the result of biological factors, because gender role socialization can
scarcely have had time to have an effect. The idea, then, is to try to discover which gender differences are
innate by studying newborns.

Second, many investigators think it is important to study the way parents and other adults treat infants, to
discover the subtle (and perhaps not-so-subtle) differences in the way adults treat boy babies and girl babies,
beginning the process of socialization at a tender age. The logic in this line of reasoning is that boys and girls
are socialized to be different. We review research in these two areas below and also discuss what infants appear
to know about gender.

Gender Differences in Infant Behavior

Most infant behaviors do not show gender differences. That is, gender similarities are the rule for most
behaviors and traits, such as infant temperament. As noted in Chapter 6, researchers use the term temperament
to refer to biologically based emotional and behavioral traits that appear early in life and predict later
behaviors, personality, and psychological problems. A meta-analysis of studies of temperament in infancy and
childhood found evidence of gender similarities as well as gender differences (Else-Quest et al., 2006). For
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example, male and female infants display equal amounts of sociability, shyness, soothability, and adaptability
(Else-Quest, 2012; Else-Quest et al., 2006). Boys and girls also do not differ in how intense their moods are
or how easy or difficult they are to care for. Nonetheless, a few notable gender differences in temperament
exist.

One significant gender difference in temperament is in activity level. In small infants, this may be measured
by counting the number of times they swing their arms or kick their legs. In older babies, it might be
measured by counting the number of squares the baby crawls across on a playroom floor. Researchers may also
ask parents how much a baby moves their limbs during activities such as having a bath. Meta-analyses have
reported small but consistent gender differences in infants’ activity level, d = 0.13 to 0.29 (D. W. Campbell &
Eaton, 1999; Else-Quest et al., 2006). That is, male infants are more physically active than female infants.
However, this gender difference changes across development. Effect sizes of gender differences in activity
grow larger as children mature but then shrink in adolescence and become negligible in adulthood (Else-
Quest, 2012).

Girls do better on tests of inhibitory control, d = –0.41, which is a medium-sized difference. This means that
girls are better at controlling impulsive or inappropriate behaviors, which is definitely an asset in situations
such as school. Similarly, girls also display better regulation of their attention; they can focus and shift their
attention when they need to. Gender differences in attention focusing (d = –0.15) and purposeful attention
shifting (d = –0.31) are small. Girls show greater perceptual sensitivity than boys, d = –0.38, a medium-sized
difference. Perceptual sensitivity refers to awareness of subtle changes in the environment. Essentially, girls
notice more about what is around them than boys do. While all these differences may make the transition to
school a bit more challenging for boys, who are more active, less able to regulate their attention, and less
perceptually sensitive, there is evidence that boys eventually catch up to girls and the differences become
negligible (Else-Quest, 2012). That is, boys may mature a bit later than girls.

Adults’ Treatment of Infants

The other area of interest in infant gender differences research concerns whether parents and other adults
treat female and male babies differently. In one clever study, mothers of 11-month-old babies were asked to
estimate how steep a slope their infant could successfully crawl down (Mondschein et al., 2000). Mothers of
boys estimated that they would be successful at steeper slopes than mothers of girls did. Thus, even in infancy,
parents have different expectations for their sons than for their daughters, and parents’ expectations do have
an impact on their children. It’s important to bear in mind, however, that not only do parents influence
infants, but infants also influence parents. Therefore, if differences exist in the behavior of boys and girls,
these may cause the differences in parental treatment rather than the reverse. In the study described above,
though, the boy and girl babies did not differ significantly in their crawling performance.

Some researchers have proposed that, if adults treat baby girls and baby boys differently, they do so in subtle
and complex ways. For example, one longitudinal study examined how mothers handled and touched their
babies, arguing that complex combinations of simple behaviors create a pattern of gender-differentiated
treatment and ultimately foster gender differences in children’s behaviors (Fausto-Sterling et al., 2015). The
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researchers observed a group of mother–infant dyads on a weekly basis starting at 3 months and ending at 12
months. The researchers videotaped the dyads and measured the frequency and duration of the behaviors of
both the mothers and the babies. Although the babies showed no gender differences in their behaviors (e.g.,
crying, grasping, rolling), the mothers appeared to touch their sons and daughters differently. That is, the
mothers not only touched their infant sons more than their infant daughters overall, but also touched them in
different ways. For example, mothers tended to use more affectionate and care-taking touch with their
daughters, such as cleaning and snuggling. With sons, mothers used more stimulatory touch, such as jiggling
or rocking the infant and moving their limbs, and instrumental touch, such as shifting the infant’s position or
assisting with locomotion. The differences were especially pronounced in the early months, when mothers
tend to touch their infants the most. The authors proposed that these early gender-differentiated behaviors
may underlie eventual gender differences in motor activity and play behaviors, such as girls’ preference for
play-grooming and boys’ preference for rough-and-tumble play.

Photo 7.1 Research by Anne Fausto-Sterling and her colleagues (2015) indicates that mothers touch their
infant sons more than their infant daughters and in different ways.

©iStockphoto.com/michaeljung.

Gender Learning in Infancy

Infants begin learning about and categorizing gender at surprisingly young ages. Infancy researchers use
several clever techniques to ascertain how and what infants perceive or know, and these techniques have been
applied to the study of infant gender learning. One technique is the habituation paradigm, in which an infant
is shown the same stimulus (e.g., a picture of a face) repeatedly until the infant habituates or gets used to it. If
a new stimulus is presented, the infant responds with interest and a change in heart rate. Thus, for example, a
researcher could habituate a baby to a set of pictures of different female faces. When a new female face is
presented, the baby still acts habituated because the stimulus belongs to the same category (i.e., female). But if
a male face is presented, the infant shows interest and a change in heart rate. Such a pattern of responding
would show that the baby responds to male faces as being in a different category than female faces. While
newborn infants do not appear to distinguish between male and female faces, this ability develops sometime
between birth and 3 months of age (P. C. Quinn et al., 2008).

A similar technique is the preferential looking paradigm, in which researchers measure how long babies look at
particular stimuli to assess which stimuli the baby prefers to look at. Research using this technique has found
that, by 3 to 4 months, infants who have female caregivers prefer to look at female faces instead of male faces
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(P. C. Quinn et al., 2002).

And by 5 months, infants are sensitive to the distinction between typical male bodies and typical female
bodies (Hock et al., 2015). For example, one study showed infants pairs of photographs and measured their
looking direction and duration. The photographs were of people who were gender congruent (either a
masculine body with a masculine face or a feminine body with a feminine face) and gender incongruent
(modified photographs of either a feminine body with a masculine face or a masculine body with a feminine
face). These images are shown in Figure 7.1. While 3.5-month-olds showed no preference for photographs of
gender congruent or gender incongruent people, 5-month-olds preferred to look at the gender incongruent
photographs. Presumably, the older babies preferred looking at the gender incongruent people because they
were novel or more interesting than gender congruent people.

An important implication of these studies on babies’ gender learning is that humans do not appear to innately
categorize gender as a binary system. Rather, we learn to understand gender as having two categories that do
not overlap. So as gender nonconformity becomes more common and children see greater gender diversity in
their social world, might we expect this preference for gender incongruent people to change? This is a
question that future researchers may want to pose.

Childhood

Gender Differences in Child Behavior

Already by the early preschool years, several reliable gender differences have appeared. One is in toy and game
preference. Preschool children between the ages of 2 and 3 tend to have a strong preference for gender-typed
toys and same-gender playmates (Blakemore et al., 2009). In the United States and many other nations, girls
prefer dolls and doll accessories, arts and crafts, and fashion, whereas boys prefer guns and transportation toys.
Boys are particularly resistant to playing with girl-stereotyped toys (Green et al., 2004; Leaper, 2015). The
result is strong gender segregation in childhood, a point we will explore in more detail below.

Figure 7.1 Images used by Hock and colleagues (2015) to ascertain infants’ knowledge of gender categories.
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Source: Hock et al. (2015).

Another difference that appears early is in aggressive behavior. About as soon as aggressive behavior appears
in children, around the age of 2, gender differences are found; boys are more aggressive than girls. This
difference persists throughout the school years (see Chapter 3). It is also found in a wide variety of cultures,
from North America to Africa (Best & Thomas, 2004).

Gender Learning in Childhood

If you ask a typically developing 3-year-old girl whether she is a boy or a girl, she will likely answer that she is
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a girl. But if you ask her whether she can grow up to be a daddy, she may answer yes. A 6- or 7-year-old girl
will probably answer this question differently. The 3-year-old understands some aspects of the concept of
gender, but has not yet developed gender constancy—the understanding that gender is a stable and consistent
part of oneself—which develops in three stages, according to Kohlberg’s cognitive developmental theory
(introduced in Chapter 2). The first stage is the development of gender identity, in which children can
identify and label themselves, as well as others, as boys or girls; gender identity develops around 18 months to
2 years (Kohlberg, 1966; Zosuls et al., 2009). However, at this stage a girl may feel strongly that when she
grows up she can be a boy if she wants to. (We think it’s worth remembering that, while most people today
believe that their gender is permanent, a critique of the gender binary questions this assumption.)

Gender constancy: The understanding that gender is a stable and consistent part of oneself.

Gender identity: The first stage of gender constancy development, in which children can identify and label their own gender and the
gender of others.

The second stage of gender constancy is the development of gender stability, which happens around 3 to 4
years of age and refers to the understanding that gender is stable over time. Yet a 4-year-old girl with a firm
grasp of gender stability may still insist that if she wears pants she will no longer be a girl. Once kids
understand that gender is generally stable over time, they go through a period of rigidity in adhering to gender
norms. One example of this behavior is appearance rigidity (that is, rigid adherence to gender norms in
appearance), such as wearing highly masculine or feminine clothing and avoiding clothes typical of another
gender.

Gender stability: The second stage of gender constancy development, in which children understand that gender is stable over time.

Appearance rigidity: Rigid adherence to gender norms in appearance, such as wearing highly masculine or feminine clothing and
avoiding clothes typical of another gender.

There is some evidence that appearance rigidity is higher in girls than in boys. One study of ethnically diverse
4-year-olds found that appearance rigidity was widespread (Halim et al., 2014). A few interesting patterns
emerged in the comparisons across gender and ethnic groups. First, gender differences in appearance rigidity
were found among Chinese American, African American, and White children. This difference was largest in
White children: Only a minority (11%) of White boys exhibited appearance rigidity, compared with a
majority (68%) of White girls. By contrast, among the Latinx (specifically, Mexican American and
Dominican) children, boys and girls were equally likely to exhibit appearance rigidity. The salience of gender
and the importance of adhering to gender norms differs across the intersection of gender and ethnicity in the
United States.

In the third stage of gender constancy development, between 5 and 7 years of age, gender consistency develops
and kids become more flexible about gender stereotypes. Gender consistency is the understanding that gender
remains consistent despite superficial changes in appearance (such as wearing dresses instead of pants). After
gender constancy is fully developed, then, children become more flexible because they know that playing with
gender-stereotyped toys or wearing gender-typed clothing won’t have any effect on their gender (Leaper,
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2015). Yet this potential for flexibility doesn’t mean that children start engaging in cross-gender-typed
behaviors en masse. Kohlberg theorized that the acquisition of gender constancy is critical for the acquisition
of gender roles. That is, once the little girl knows that her gender is a constant part of herself, gender becomes
much more important to her. Motivated to have a positive sense of self, the girl comes to see femininity as
good and then associates this valuation with cultural stereotypes and roles, so the female role becomes
attractive and important to her. Thus, children are motivated to adopt gender roles as part of their attempt to
understand their world and develop a stable and positive sense of self.

Gender consistency: The third stage of gender constancy development, in which children understand that gender remains consistent
despite superficial changes in appearance.

In short, preschoolers rapidly become little gender essentialists, believing that differences between women and
men are large and unalterable, and that there can be no behavioral overlap between the categories (Gelman et
al., 2004).

Transgender and Gender Nonconforming Child Development

For transgender and gender nonconforming children, gender development may progress differently. Their
gender identity does not match the gender label that adults have given them, so conflict can arise. This gender
dysphoria, and the social conflicts that may ensue, can be very distressing for children; like anyone else,
children want to feel confident and sure of themselves as well as accepted and understood by others. Adults
may respond with concerns that there is something wrong with the child or that the child isn’t developing
“normally” (Edwards-Leeper et al., 2016; Olson et al., 2015). What do we know about gender development
for transgender and gender nonconforming children?

Gender dysphoria: Discomfort or distress related to incongruence between a person’s gender identity, sex assigned at birth, and/or
primary and secondary sex characteristics.

Historically, transgender children have been met with skepticism (Olson et al., 2015). That is, others have
viewed transgender kids as being confused about their gender identity, delayed in their gender constancy
development, oppositional, or just plain pretending. How do we know if a child’s expression of their gender
identity is the “true” one? While there isn’t a wealth of research on the gender development of transgender
children specifically, or even gender nonconforming children generally, there are a handful of well-designed
studies that help us understand these children and how best to support them and promote their healthy
development.

Photo 7.2 Gender essentialists? Young children’s thinking about gender changes as they develop gender
constancy.
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For example, one study recruited three groups of 5- to 12-year-old children and compared them on implicit
and explicit measures of gender identity and preferences (Olson et al., 2015). The first group was composed of
transgender children who presented themselves consistent with their gender identity (i.e., they did not appear
to match the gender assigned at birth); the second group was composed of their cisgender siblings; the third
group was composed of cisgender children who were of the same gender identity, age, verbal IQ, and
socioeconomic status as the transgender kids. The researchers measured the children’s explicit gender identity
and preferences, such as whether they preferred to play with same- or other-gender peers and whether they
preferred toys appropriate for a particular gender. Implicit measures of gender identity and preferences were
also included, using the Implicit Association Test (discussed in Chapter 3). The researchers reasoned that, if
transgender children were confused, delayed, oppositional, or pretending when it came to their gender
identity, their responses to the implicit and explicit measures would be inconsistent or maybe even random.
Yet the pattern of results was striking and unambiguous: The transgender children were indistinguishable
from two groups of cisgender children when matched on gender identity. When matched on gender assigned
at birth, the transgender children differed significantly from the two groups of cisgender children. In other
words, the evidence indicated that the transgender children were not confused, delayed, oppositional, or
pretending. The children’s gender identity was deeply felt and true to themselves, and it was clearly
inconsistent with their gender assigned at birth.

Photo 7.3 Much more research with gender nonconforming children is needed in order to support their
development and well-being.
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Nonetheless, not all gender nonconforming children will go on developing with a gender identity that doesn’t
match their gender assigned at birth (Edwards-Leeper et al., 2016). The evidence suggests that for many
gender nonconforming children, their gender dysphoria will abate and their gender identity will eventually
become consistent with the gender they were assigned at birth (Drummond et al., 2008; Steensma et al.,
2013; Wallien & Cohen-Kettenis, 2008). Somewhere between 12% and 50% of children diagnosed with
gender dysphoria will continue to identify their gender as inconsistent with their gender assigned at birth, but
there is controversy about these estimates (American Psychological Association [APA], 2015). How do we
know which kids will continue to be transgender? It seems that gender nonconforming children whose gender
identity is very intense in childhood are more likely to continue with that gender identity and are less likely to
identify with their gender assigned at birth (Steensma et al., 2013). In addition, kids whose gender dysphoria
continues or intensifies in adolescence are also more likely to identify their gender as different from their
gender assigned at birth (APA, 2015).

For these reasons, researchers have concluded that there is no “one size fits all” approach and have advocated
that we approach the care of each transgender or gender nonconforming child individually (Edwards-Leeper
et al., 2016). More broadly, the American Psychological Association (2015) has provided guidelines for
providing trans-affirmative care for transgender and gender nonconforming people. Trans-affirmative
practice (also called gender-affirming care) is care that is respectful, aware, and supportive of the identities and
life experiences of transgender and gender nonconforming people (APA, 2015). For prepubescent children,
trans-affirmative care might include socially transitioning—that is, changing one’s name, pronoun, clothing,
and so on to be consistent with one’s gender identity—though this would depend on the child and their
family. When children reach puberty, there are additional aspects of care and development to consider. We
return to this issue later in the chapter.

Trans-affirmative practice: Care that is respectful, aware, and supportive of the identities and life experiences of transgender and
gender nonconforming people; also called gender-affirming care.

From Gender Identity to Gender Roles: Self-Socialization

One of Kohlberg’s arguments was that once children have a concept of gender identity, and especially a
concept of gender constancy, they essentially self-socialize. That is, children want to adopt the characteristics
of their gender based on their knowledge of the characteristics of the people they see in the world around
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them.

A more contemporary version of these ideas is the gender self-socialization model (Tobin et al., 2010).
According to this model, children’s gender identity (“I am a girl”), their gender stereotypes (“Boys are good at
math”), and their gender self-perceptions (“I am good at math”) all influence each other as children develop.
One of the processes linking these three aspects is stereotype emulation; the more that children identify with
their gender, the more they view themselves as having the qualities specified by stereotypes about their gender
(“I am a girl. I want to wear dresses.”). A second process is identity construction; the more that children engage
in gender-stereotyped activities, the more identified with their own gender they become (“I love playing with
dolls. I am such a typical girl.”). In short, the culture provides plenty of information about acceptable behavior
for girls and for boys, but children do not always have to be forced to conform. In many ways, they self-
socialize.

Gender self-socialization model: A theoretical model that children’s gender identification makes them want to adopt gender-
stereotyped behaviors.

Children are learning not only about gender categories and gender roles, but also about gender discrimination
(C. S. Brown & Bigler, 2005). In one study, elementary school children were read scenarios about teachers’
evaluations of students; in some of the scenarios, information was included suggesting that gender
discrimination was likely (for example, “Mr. Franks almost always gives boys higher grades than girls”; C. S.
Brown & Bigler, 2005). Even first and second graders recognized discrimination some of the time, and older
children (fourth and fifth graders) were even more likely to recognize it.

Gender Role Socialization

One of us (NEQ) took her preschool-age daughter Raeka to the pediatrician’s office. Raeka was playing with
a model space shuttle that she had gotten at the air and space museum. She showed it to the nurse and said,
“This is my spaceship. Blast off!” The nurse replied, “Wow, I’ve never seen a girl play with a spaceship
before!” This event illustrates how the forces of gender socialization are all around children. It occurred not in
the 1950s, but in 2010.

As we develop across childhood, the forces of gender role socialization become more prominent. Socialization
refers to the ways in which society conveys to the individual its expectations for their behavior. Parents are a
major source of gender socialization (Epstein & Ward, 2011). Parents influence their children’s development
in four ways: channeling, differential treatment, direct instruction, and modeling (Blakemore et al., 2009).
With channeling (also called shaping), parents create a gendered world for their child through the toys they
purchase, the activities they choose (for example, ballet lessons for girls but not boys), the way they decorate
their bedroom, and so on. Essentially, they channel their child in certain directions and not others. With
differential treatment, parents behave differently toward sons compared with daughters. For example, in some
countries a parent may give more food to a son than to a daughter when resources are scarce (United Nations,
2015). The example of Raeka and her space shuttle also is an example of differential treatment; the nurse
would not have made such a comment to a boy. Direct instruction involves parents telling children how they
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should behave. For example, fathers may tell sons that boys don’t cry, or mothers may teach daughters how to
care for babies. Finally, parents, often without knowing it, also engage in modeling behaviors for their
children, who then form ideas about how women and men should behave.

Socialization: The ways in which society conveys to the individual its expectations for their behavior.

Channeling: Selection of different toys, activities, and so on for boys and girls; also called shaping.

Differential treatment: The extent to which parents and others behave differently toward boys and girls.

Direct instruction: Telling boys and girls to behave in different ways.

Modeling: Demonstrating gendered behavior for children; also refers to the child’s imitation of the behavior.

Parents talk differently with their daughters compared with their sons. Mothers talk more and use more
supportive speech with daughters than with sons, perhaps creating a greater emphasis for daughters on verbal
interactions and relationships (Leaper et al., 1998). And, as we saw in Chapter 6, parents talk differently
about emotions with daughters and sons. Much of the gender teaching in parents’ talk is subtle and implicit
rather than obvious and explicit (Gelman et al., 2004). That is, today parents don’t say that girls cannot grow
up to be doctors. Instead, their talk emphasizes the categories of gender and assigns gender even to animal
characters that are portrayed as gender neutral in books. In many ways, this corresponds to the subtlety of
modern sexism discussed in Chapter 3.

Parents also play differently with sons compared with daughters in the preschool years. Parents engage in
more pretend play with girls than with boys, and fathers in particular engage in more physical play with sons
than with daughters (Lindsey & Mize, 2001; Lindsey et al., 1997). What is unclear, however, is whether
parents engage in these different types of play because of their own gender-stereotyped ideas or because they
are responding to the lead of the child and boys and girls initiate different kinds of play.

Not all families are the same, of course. Parents with traditional gender role attitudes have different
expectations for sons compared with daughters (Pomerantz et al., 2004). Parents with liberal or egalitarian
attitudes tend to treat sons and daughters similarly.

The research on gender socialization within the family has been based almost exclusively on White middle-
class samples (Reid et al., 1995). Yet, as we saw in Chapter 4, there is good reason to think that gender role
socialization varies across different ethnic groups in the United States. For example, gender roles are less
differentiated among Black Americans, and Black children are exposed to Black women who are assertive,
express anger openly, and are independent (Reid et al., 1995). The version of the woman that these children
observe and model differs from the version displayed by many White, middle-class women.

As children grow older, schools, the media, and peers become increasingly important sources of gender
socialization.

The schools, whether purposely or unwittingly, may transmit the information of gender role stereotypes.
Research based on classroom observations in preschools and elementary schools indicates that teachers treat
boys and girls differently. For example, teachers, on average, pay more attention to and interact more with
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boys (DeZolt & Hull, 2001; S. M. Jones & Dindia, 2004). Teachers also hold gender-stereotyped
expectations for children’s behavior, expecting better academic performance from girls than from boys and
more misbehavior from boys than from girls (S. Jones & Myhill, 2004). These gender-stereotyped
expectations may be especially strong among teachers of African American children (Wood et al., 2007).
Fortunately, when teachers are given gender-equity training to sensitize them to these issues, they respond
with more equitable treatment (DeZolt & Hull, 2001).

Children also receive implicit messages from teachers about how important the categories of gender are. In
one field experiment in preschool classrooms, researchers began by measuring children’s gender attitudes and
preferences (Hilliard & Liben, 2010). Then, for a 2-week period, teachers either did or did not make gender
salient in the classroom. Teachers in the gender salience condition did this in numerous ways, such as by
saying, “Good morning, boys and girls” rather than “Good morning, children,” by lining children up
separately by gender, and by having different bulletin boards for boys and girls. At the end of the 2 weeks,
children were tested again. Those in the high gender salience condition showed significantly increased gender
stereotypes, less positive ratings of other-gender peers, and decreased play with other-gender peers. Teachers
make choices about how much they emphasize gender in the classroom, and these choices have an impact on
children. Yet so many of these choices have become habitual, and it takes conscious effort to create a
classroom in which gender isn’t salient.

The media are powerful socializing agents as well. Many people assume that things have changed dramatically
since the 1970s and that gender stereotypes are a thing of the past. The evidence indicates that some change
has occurred, yet the same stereotyped gender roles are in plentiful supply. An analysis of toy commercials
shown on the Nickelodeon network showed continued stereotyping (Kahlenberg & Hein, 2010). Almost all
the toys were gender specific and showed only one gender playing with them. Mixed-gender groups of
children were shown in only 19% of the commercials, and everything else was gender segregated.

Photo 7.4 The media—including video games, television, and books—are a source of gender role socialization
for children.

©iStockphoto.com/imtmphoto.

Even supposedly nonsexist children’s books, which show girls and women in some nonstereotypic roles, still
portray the female characters as having feminine personality characteristics (e.g., they are affectionate,
sympathetic), performing household chores, and engaging in female-stereotyped leisure activities such as
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shopping (Diekman & Murnen, 2004).

Video games are also a source of gender role socialization. The average eighth- or ninth-grade boy plays
computer games 13 hours per week, compared with 5 hours for the average girl (Gentile et al., 2004). Video
games show patterns of extreme gender stereotyping, including violence against women. Female characters are
generally portrayed as submissive and often serve as rewards or prizes for the male characters. For example, in
the game Duke Nukem Forever, players can play “Capture the Babe,” in which they compete to catch a woman
who, dressed as a schoolgirl, utters only sexually suggestive phrases (Stermer & Burkley, 2015). Boys’ exposure
to such sexist video games is substantial. There is increasing evidence that the games encourage and reinforce
sexist attitudes in adults (e.g., Stermer & Burkley, 2015). How might such games affect children, whose
gender role ideologies are still developing?

The stereotyping of media messages has been demonstrated to have an effect on children’s gender role
attitudes and behaviors and on girls’ body dissatisfaction (L. M. Ward & Harrison, 2005). For example, in
one study first and second graders were exposed to television commercials in which all boys were playing with
a gender-neutral toy (traditional condition), all girls were playing with it (nontraditional condition), or the
commercial was not about toys (control; Pike & Jennings, 2005). After the viewing, children were asked to
sort six toys into those that were for boys, those that were for girls, or those that were for both boys and girls.
Among the six toys was the toy they had seen in the commercial. Children in the traditional condition were
more likely to say that the toy was for boys, whereas children in the nontraditional condition were more likely
to say that it was for both boys and girls. These results show not only the power of stereotyped television
images, but also that children can respond positively to nonstereotyped messages.

Despite the pressures of gender socialization, not every child conforms. Although many social critics
emphasize the restrictiveness of girls’ socialization, stereotype-inconsistent behavior is in fact far less tolerated
for boys than it is for girls. Many parents tolerate their daughters climbing trees and playing soccer but get
upset at a son playing with dolls. It is seen as far worse to be a sissy than to be a tomboy.

Peers and the Gender Segregation Effect

The eminent developmental psychologist Eleanor Maccoby (1998), in her book The Two Sexes: Growing Up
Apart, Coming Together, concluded that gendered patterns of behavior are not solely the result of socialization
by forces such as parents and the media. By 3 years of age, children have a tendency to seek out and play with
other children of their own gender and to avoid playing with children of the other gender. The tendency
grows stronger by the time children are in elementary school. It occurs regardless of the gender socialization
principles in their families, and it occurs in villages in developing nations as much as in the United States. The
all-girl and all-boy groups differ in terms of their activities (Fabes et al., 2003). Boys’ play is rougher and
involves more risk, confrontation, and striving for dominance. The members of all-girl groups are more likely
to use conflict-reducing strategies in negotiating with each other and to engage in more self-disclosure. Girls’
groups also tend to maintain communication with adults, whereas boys separate themselves from adults, test
the limits, and seek autonomy.
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The gender segregation and the different play styles in these groups essentially egg each other on. Boys are
attracted to boy groups in part because they adore the rough play, and girls avoid boy groups because they
dislike rough play. Once in a boy group, boys are encouraged to play roughly. Boys may be attracted to rough,
active play by their higher activity level, which, as we have seen, is present from infancy and may have a
biological basis. Engaged in rough play, they become even more active. Girls are attracted to girl groups
because they like the positive social network and the self-regulated style of play. Once they are in the group,
self-regulation is encouraged.

Much of the gender segregation of childhood, then, results from forces within the child—whether biological
or psychological. (An example of the latter is the child’s desire to maintain a positive gender identity by
engaging in gender-typed activities.) Peer play groups rapidly create the next generation of gender-typed
children (Maccoby, 2002).

Interestingly, as Maccoby noted, when children play alone, gender differences in behavior are minimal. When
in their same-gender group, the gender differences are large and striking. Again we see evidence of the
importance of context in shaping gender differences in behavior.

With all this gender segregation in childhood, how do men and women get back together in adulthood to
form relationships, work cooperatively, and so on? The answer is that, in some cultures, they don’t. That is, in
some cultures even the adult world is highly gender segregated, leaving contact between husbands and wives as
the only inter-gender contact. In societies that do allow open contact between men and women, sexual
attraction helps bring the sexes together. The process is not without pitfalls, though, as boys’ much-practiced
dominance style meshes with girls’ conflict-reducing style. As men and women come together, whether in
romantic relationships or at work, they pursue common goals and their behavior becomes more similar.

Is this gender segregation in childhood, and the male dominance it encourages, inevitable? Maccoby suggests
that as long as we allow children the freedom to choose their playmates, the pattern will continue.
Nonetheless, schools could take steps to ensure that children have multiple experiences of working
cooperatively in mixed-gender groups in the classroom. Such practices reduce the extreme gender
differentiation of childhood and should foster better mixed-gender relationships in adulthood.

The Sexualization of Girls

In 2007 the American Psychological Association released the report of its Task Force on the Sexualization of
Girls. Sexualization occurs when a person is valued only for sex appeal or is sexually objectified, or when
sexuality is inappropriately imposed on the person. The report strikingly documented the multiple ways in
which the culture sexualizes girls. In the media and in beauty contests, little girls are groomed to look like sexy
adults. Products for girls contribute to sexualization, including the Bratz dolls (who wear sexy and provocative
clothing and makeup) and Barbie. One experiment with 5- to 8-year-old girls, in fact, showed that just 15
minutes of exposure to Barbie images lowered girls’ body esteem compared with girls in a control condition
(Dittmar et al., 2006).
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Sexualization: The process of valuing a person only for their sex appeal, sexually objectifying a person, or inappropriately imposing
sexuality on a person.

Sexualization also occurs when girls are treated like sexual objects by family, friends, teachers, or other adults.
The most extreme examples occur with child sexual abuse, but milder examples occur in the daily lives of girls.
For example, some parents convey to their daughters that being attractive to boys should be their top priority.

The sexualization of girls raises many concerns. Sexualization may cause reduced self-esteem when girls
cannot meet the standards for sex appeal. Sexualization may also lead to reduced cognitive performance and
even lowered career aspirations. In one study, undergraduate women and men received an objectifying gaze
during an interaction with a person of another gender, who was actually a confederate of the experimenter
(Gervais et al., 2011). The objectifying gaze involved looking from the participant’s head to the waist and
back to the head and then, at several other times during the interaction, looking briefly at the chest. The
objectifying gaze led to decrements in math performance for the women in the experiment but not for the
men. No one has done such an experiment with younger girls, but surely incidents like these occur, and it is
highly likely that they have similar negative effects.

The APA report suggested many ways to counteract sexualization. Within the schools, we could provide
media literacy training programs so that girls can learn to analyze when they are being sexualized by the
media. Girls can empower themselves by engaging in activism and resistance, such as campaigning against
companies that use sexualized images to sell products.

Adolescence

If the behavior and development of girls and boys are similar for about the first 10 years of life, how do the
gender differences in adulthood arise? In the early years, girls do better in school and have fewer adjustment
problems than boys. Yet adult women, on average, have lower-status jobs than men (see Chapter 9) and have
a higher incidence of depression (see Chapter 15). Although the groundwork for these differences is prepared
in childhood, the real precipitating factors occur in adolescence.

Puberty for Cisgender and Transgender Youth

When we think of our adolescence, many of us remember the seemingly dramatic changes of puberty. Our
bodies changed in ways we may or may not have appreciated at the time, we felt increasingly self-conscious
about our appearance, and adults’ and peers’ expectations for us changed. Puberty can seem awkward, exciting,
scary, and just plain bizarre to adolescents, particularly if they don’t have age-appropriate information about
what to expect as they develop. For cisgender youth, feelings about puberty often depend on their gender:
While boys often eagerly relish the transformations that their bodies go through, girls tend to dread the
change their bodies experience. Why this difference?

For one thing, boys’ pubertal changes bring them closer to the masculine ideal of having a muscular build and
greater athletic ability. The increased testosterone secreted by their testes makes it easier to build muscle mass,
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and muscular men are deemed more masculine. By contrast, girls’ bodies start to change in ways that actually
take them further away from the contemporary feminine ideal. This feminine ideal is hyper-thin and waif-
like, complete with a “thigh gap.” Yet this shape is a genetic anomaly for the vast majority of healthy women
and has been criticized by many for promoting highly restricted eating and self-objectification (see Chapter
2).

The timing of puberty matters, too. For boys, early puberty tends to make them more popular because their
taller and more muscular bodies make them more athletic, though the effects are not uniformly positive
(Mendle & Ferrero, 2012). But for girls, early puberty is clearly detrimental to several other aspects of their
development (Blumenthal et al., 2011; Ge & Natsuaki, 2009). Girls who develop breasts and feminine curves
earlier than their peers tend to get harassed and sexualized. Their mature bodies make them look more like
women than like girls, and this fact gets noticed by peers as well as by adults. And because these girls are
socially and emotionally less mature than they look, the harassment and sexual attention can be very difficult
to cope with. Still, early puberty is a risk factor for adolescent mental health, regardless of gender. Early
puberty increases girls’ and boys’ risk of developing internalizing disorders, such as depression, anxiety, and
eating disorders (Ullsperger & Nikolas, 2017; we return to these topics in Chapter 15).

For trans kids, puberty can be especially difficult if their body is changing in ways that don’t align with their
gender identity. A transgender boy who starts growing breasts may feel self-conscious and deeply distressed
about the feminine body he is developing. Trans-affirmative care for adolescents may include pubertal
suppression (or puberty blockers), in which the adolescent takes medication that suppresses endogenous (that is,
originating from within the body) pubertal changes (Edwards-Leeper et al., 2016). Essentially, pubertal
suppression can be helpful because it buys kids some extra time to explore and feel confident about their
gender identity before irreversible pubertal changes (e.g., deepening voice or changes in bone structure) take
effect, either through endogenous puberty or as a result of undergoing gender-affirming hormone treatment,
or before initiating invasive and permanent surgeries or procedures (e.g., mastectomy, also called top surgery).
Given that gender dysphoria does not persist past adolescence for a substantial proportion of gender
nonconforming kids, this extra time can be precious.

Pubertal suppression: Medical suppression of endogenous pubertal changes in adolescents; also called puberty blockers.

After a few years of pubertal suppression, if gender dysphoria continues for a child, gender-affirming hormone
treatment may be initiated. This would involve taking hormones that promote the development of secondary
sex characteristics, such as facial hair or breasts (see Chapter 10). Health care providers often encourage kids
to wait until around age 16 to begin these hormones because their effects are less reversible and may have
implications for the teen’s later fertility. Still, the long-term effects of these medical treatments—both
pubertal suppression and gender-affirming hormone treatment—have not been thoroughly examined among
individuals who received them in childhood. We need high-quality research so that we can provide the safest
and most effective care to transgender youth.

Gender Intensification
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Pubertal development changes how we are perceived by others, often making our gender more salient.
Adolescence researchers have argued that pressures for gender role conformity increase dramatically at the
beginning of adolescence, a process known as gender intensification (Crouter et al., 1995; McHale et al.,
2009). The pressure, then, is for girls to become more feminine and less masculine, beginning around 11 or 12
years of age. A recent study of youth who entered adolescence in the 21st century, however, questioned
whether gender intensification is as strong as it once was (Priess et al., 2009). Girls did not increase in
femininity scores from age 11 to 15, and girls actually scored as high as boys on masculinity. Pressures for
gender conformity may not be as strong today as they once were, or perhaps they have simply become more
subtle, like modern sexism.

Gender intensification: Increased pressures for gender role conformity, beginning in adolescence.

Identity Development

The eminent developmental theorist Erik Erikson (1950) proposed that adolescence is the stage in which the
primary developmental crisis is a quest for identity. As we prepare for the autonomy of adulthood, we must
explore and commit to a coherent identity to guide us. Erikson’s theory was androcentric: He focused on boys
and their identity development, which has long been defined largely in terms of work. Thus, vocational
identity, such as “I am a doctor,” takes center stage in this model. Adolescence becomes a time to prepare for
this adult identity, as in “I must start taking science courses and become a responsible student in order to
become a doctor.” The emphasis for boys, therefore, is on developing autonomy and a separate identity that is
grounded in an occupation. Once that identity is achieved, they can move on to the next stage, which focuses
on intimacy and marriage.

Photo 7.5 In early adolescence, gender intensification occurs and girls learn that their status will be
determined by their attractiveness, not their achievements.
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What happens to girls? Originally, Erikson and others said that girls were in a state of identity suspension,
postponing identity formation until marriage, which in itself created identity for them. Additionally, they
were thought to shape their identity to the husband’s and therefore had to remain flexible before that. In other
words, a young woman can’t have an identity until she knows her husband’s identity. For much of American
history, girls simply did not anticipate that work outside the home would be a major source of identity.
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Researchers later began to question this cramming of female identity development into an Erikson-shaped
box. They suggested, instead, that girls and women define their identities more in interpersonal terms, in a
sense of self that is connected to others (Douvan & Adelson, 1966).

Research indicates that adolescent girls progress by developing both an interpersonal identity and an
autonomous identity, whereas boys’ identity development focuses mainly on autonomous identity (Fivush &
Zaman, 2015; Lytle et al., 1997). In short, adolescent girls balance the two sources of identity, whereas boys
grow in autonomous identity considerably more than in interpersonal identity. It seems likely that girls today
develop both aspects of identity because real career options are available to them that simply were not there 40
or more years ago.

Girls in late adolescence also vary considerably among themselves in what components they believe will shape
their identities. A study of women at a southern U.S. university found that 22% anticipated a balanced
identity with equal emphasis on career, marriage, and parenthood; 57% anticipated a family-oriented identity,
with little emphasis on career and much on marriage and parenthood; 9% anticipated a career-oriented
identity with less emphasis on marriage and parenthood; and 12% anticipated a career-and-marriage-oriented
identity, with little emphasis on motherhood (Kerpelman & Schvaneveldt, 1999). Even today, then, the
majority thought that career would not be the major definer of their identity. Yet substantial numbers held
other views, in which career was a major definer. In this study, women and men did not differ in their ratings
of the salience of career in defining their identity, nor did they differ in their ratings of marriage, but women
anticipated, more than men, that parenthood would be salient in their identity.

Erikson’s original theory, despite its androcentrism, continues to spur psychological research (e.g., Koepke &
Denissen, 2012; McLean & Syed, 2015; Merrill & Fivush, 2016). For example, there is a vast literature on
ethnic identity development originating from Erikson’s work (e.g., Huang & Stormshak, 2011; Meeus, 2011).
Interestingly, some of that research has found variation among youth from different ethnic groups in terms of
their exploration of and commitment to a coherent sense of ethnic identity (Else-Quest & Morse, 2015).
There remains much to learn about identity development in adolescence, and Eriksonian theory has provided
a starting point for that work.

In sum, girls’ identity development in adolescence is more complex than Erikson theorized, with aspects of
autonomy as well as deep connections to others. The elevated importance of interpersonal relationships,
particularly in the context of gender intensification, means that appearance and the opinions of others can be
especially powerful.

Friendship and Dating

It has been said that, in their friendships, girls and women stand “face to face” and boys and men stand
“shoulder to shoulder” (Winstead & Griffin, 2001). That is, girls are face to face as they talk and self-disclose,
whereas boys are shoulder to shoulder, engaged in some common activity such as a sport.

The origins of these different friendship styles certainly lie in early childhood and the gender-segregated play
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groups with their different play styles. By fourth or fifth grade, gender differences in same-gender friendships
have appeared that resemble those found in adulthood (Winstead & Griffin, 2001). Girls are more likely than
boys to talk and self-disclose. And girls’ talk is more often about personal concerns or other people, whereas
boys’ talk is more likely to be about sports and leisure activities. Not wanting to overemphasize gender
differences, though, we should note that girls’ and boys’ friendships are similar in qualities such as honesty,
straightforwardness, mutual activities, and loyalty (Buhrmester, 1998). And friendship networks become less
gender-segregated across adolescence (Poulin & Pedersen, 2007).

Adolescent dating is the stage for the enactment of heterosexual, gendered scripts (O’Sullivan et al., 2001).
Girls are valued for their appearance, boys for their athleticism. Around 10 to 12 years of age, girls begin
paying more attention to their hair, clothing, and makeup, in efforts to make themselves more attractive to
boys.

Despite plentiful research on adolescent sexuality, there are few studies on romantic relationships in
adolescence. Yet we know that these relationships touch off strong emotions including love, jealousy, anger,
and anxiety (O’Sullivan et al., 2001). These relationships also serve a developmental function in the transition
to adulthood. They provide a context for learning about the self, including a consideration of one’s gender
identity and sexual orientation. Heterosexual dating relationships typically involve power differentials between
the boy and the girl (O’Sullivan et al., 2001). Girls may be more invested in maintaining the relationship,
giving boys more power. Often, too, boys assume decision-making authority. How might these early romantic
relationships prepare us for adult romantic relationships?

Focus 7.1 Peer Sexual Harassment in the Schools

Although we consider sexual harassment in detail in Chapter 14, we discuss it here briefly because it is such a widespread experience
during adolescence. The U.S. Department of Education Office for Civil Rights (2010, p. 6) defines sexual harassment as
“unwelcome conduct of a sexual nature, which can include unwelcome sexual advances, requests for sexual favors, or other verbal,
nonverbal, or physical conduct of a sexual nature,” including sexual touching, comments, jokes, or gestures, calling students sexually
charged names, spreading sexual rumors, rating students on sexual activity or performance, and circulating, showing, or creating e-
mails or websites of a sexual nature. Note that behaviors must be unwelcome to be considered harassment.

Peer sexual harassment is common in adolescence. In a national survey of students in seventh through twelfth grades, the American
Association of University Women (AAUW; 2011) found that nearly half (48%) of the students had experienced some form of sexual
harassment by peers. Rates were similar across socioeconomic and racial groups.

The AAUW (2011) report included findings of important gender differences. For example, 56% of girls said they’d been sexually
harassed in the past year, compared with 40% of boys. This was the case for harassment in person and for harassment via text, e-
mail, Facebook, or other electronic means. Moreover, compared with boys, girls reported being more negatively affected by this
harassment. Gender differences in perpetration were also evident: 14% of girls admitted to sexually harassing a peer, compared with
18% of boys.

There were also gender similarities in the report. For example, 18% of girls and 18% of boys reported being called gay or lesbian in a
negative way (AAUW, 2011). However, this particular form of harassment was reported by boys to be the most upsetting.
Heterosexist phrases such as “that’s so gay” and “no homo” are commonly heard in middle schools and high schools in the United
States (Kosciw et al., 2014). In short, the school climate is, for many youth, both sexist and heterosexist.

Indeed, gender nonconforming and sexual minority adolescents experience especially high rates of peer sexual harassment. The Gay,
Lesbian & Straight Education Network (GLSEN) regularly conducts national school climate surveys of sexual minority youth,
focusing on discrimination and victimization based on sexual orientation and gender expression. In its most recent survey of lesbian,
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gay, bisexual, transgender, and queer adolescents in Grades 6 through 12, 74% said they’d been verbally harassed because of their

sexual orientation and 55% said they’d been verbally harassed because of their gender expression (Kosciw et al., 2014). Thirty-six
percent of the adolescents reported experiencing physical harassment such as being pushed or shoved because of their sexual
orientation, and 11% reported experiencing it because of their gender expression.

Peer sexual harassment is a threat to adolescent development and well-being. Students who experience harassment report negative
effects like having trouble sleeping, not wanting to go to school and even missing school, and changing the way they go to or from
school (AAUW, 2011; Kosciw et al., 2014). Peer sexual harassment is also linked to worse educational outcomes, such as lower
GPA, and poorer psychological well-being, such as higher levels of depression and lower levels of self-esteem (Kosciw et al., 2014).

Across both of these studies of peer sexual harassment, the majority of incidents went unreported to the schools (AAUW, 2011;
Kosciw et al., 2014). Indeed, two-thirds of public school districts in the United States reported zero incidents of such harassment
during the 2013–2014 school year (U.S. Department of Education, 2016). Fifty-seven percent of students in the AAUW study said
that allowing students to report harassment anonymously would be helpful. While the LGBT students in this sample were more
likely than the students in the AAUW sample to report these incidents of peer sexual harassment, nearly two-thirds said that school
staff did nothing in response to the incidents.

Body Dissatisfaction

Many studies have found that adolescent girls have poorer body esteem than adolescent boys (Mendelson et
al., 2001; Polce-Lynch et al., 2001). This gender difference is large compared with many others we have seen,
d = 0.58 (Feingold & Mazella, 1998). Body esteem or body image has many components, of course, including
feelings about one’s weight, face, hair, and shape. Beginning in late elementary school, girls are more
dissatisfied with their weight than boys are (Smolak & Striegel-Moore, 2001). One longitudinal study found
that nearly one-third of girls reported dieting by age 11; more than three-quarters reported dieting by age 15
(Balantekin et al., 2014).

The emphasis on thinness is so strong, and the dissatisfaction with weight so great among American girls and
women, that it has been termed a normative discontent. Three decades after this term was coined, meta-
analysis indicates that women’s body dissatisfaction has lessened somewhat (Karazsia et al., 2017). Yet many
women of diverse ethnic groups continue to feel they don’t meet the feminine beauty standard, which idealizes
a thin, light-skinned body and straight hair. Body dissatisfaction remains a serious and pervasive problem.

It’s also dangerous. Dissatisfaction with weight and shape can lead adolescent girls to a number of unhealthy
and potentially dangerous behaviors such as dieting and cosmetic surgery, including liposuction and breast
enlargement (Smolak & Striegel-Moore, 2001). Girls’ weight worries are no small thing—they can actually
become life-threatening.

There is little doubt that girls’ dissatisfaction with their bodies is powerfully shaped by the media and their
displays of hyper-thin models (Grabe et al., 2008). Experimental research shows that as little media exposure
as viewing 10 slides from women’s magazines such as Glamour increases weight concerns (Posavac et al., 1998;
see also Lavine et al., 1999). This effect holds true only for women with more initial body dissatisfaction,
though.

At the intersection of gender and ethnicity, we see diversity in women’s experiences. In regard to ethnicity,
White, Latina, and Asian American women generally express more weight concern compared with Black
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women, who express less (Grabe & Hyde, 2006). Consistent with this finding, Black adolescent girls are more
likely to be proud of their bodies (60%) than White (38%), Hispanic (45%), and Asian American (50%) girls

(Story et al., 1995). And viewing Black-oriented television is associated with a healthier body image for Black
female adolescents (Schooler et al., 2004).

There is very little empirical research on body image among trans and nonbinary women. Yet these women
experience pressure to adhere to the feminine beauty standard much as cisgender women do, in addition to
experiencing cisgenderist harassment and discrimination (Hendricks & Testa, 2012). For some trans women,
adhering to the feminine beauty standard may be critical to being perceived and treated as women (Sevelius,
2013). One qualitative study with an ethnically diverse sample of transgender women found that three-
quarters of the women had engaged in disordered eating behaviors in efforts to control their body shape
(Gordon et al., 2016).

A social process that helps keep body dissatisfaction alive is fat talk between girls (Salk & Engeln-Maddox,
2011). One girl says she is fat. Her friend tells her that she isn’t, but that she herself is, and the conversation
cycles round and round. Fat talk both reflects and encourages body dissatisfaction. Meta-analysis of fat talk
and body image suggests that fat talk is actually a risk factor for body dissatisfaction (Mills & Fuller-
Tyszkiewicz, 2017).

Emerging Adulthood

A new phenomenon has appeared in the United States and other Western nations: emerging adulthood
(Arnett, 2004). This developmental period spans the late teens through the early 20s. In earlier decades,
people felt that they were adults either when they graduated from high school (if they weren’t going to
college) or when they graduated from college. Today, neither of these ages seems to be true adulthood for
many people. Instead, there is a kind of suspended state of not being a teenager anymore and not yet being an
adult that extends through the early 20s. Marriage is delayed until the mid- to late 20s, and the emerging
adult years are spent in self-focused exploration of career or work and intimate relationships. Financial
independence from one’s family is occurring at later ages as well. Interestingly, this pattern is typical of both
young men and young women. As one 24-year-old woman said, “I mean, this is cool for now. I’m just going
to hop around for a while” (quoted in Arnett, 2004, p. 29).

Adulthood

Gender and Work

The work role is increasingly important for adults, and there are unique challenges for women and trans
individuals in the workplace. For that reason, we have devoted an entire chapter to the topic of gender and
work (Chapter 9) and will postpone discussion of that topic until then.

Romantic Relationships and Marriage

Marriage has undergone dramatic transformation over the past 50 years. For example, people marry at
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considerably older ages now than in the past. In 1960, the average age of first marriage for women was 20.3

years, whereas today it is 27.4 (U.S. Census Bureau, 2016d). For men, the average age of first marriage is now
29.5, up from 22.8 in 1960. Another major historical change in marriage in the United States is that two
consenting adults can marry each other, regardless of their genders. In 2015, the U.S. Supreme Court ruled in
Obergefell v. Hodges that the right to marry is guaranteed to same-gender couples. Of course, not all couples
choose to marry. Cohabitation is much more common today than it was a generation ago. Today, 7.2% of
couples in the United States cohabit, up from 0.4% in 1967 (U.S. Census Bureau, 2016d).

Is marriage good or bad for women? That turns out to be a more complex question than it seems. In 1972, the
eminent sociologist Jessie Bernard published a book in which she coined the phrase his and hers marriage,
meaning that heterosexual marriage has different consequences for husbands and wives. She concluded that
marriage was definitely good for men. The evidence came from comparisons of married men and never-
married men on mental health and physical health outcomes. The married men consistently scored better.
Married women scored worse than married men, yet never-married women scored better than never-married
men. She concluded that marriage benefits men but hurts women. This idea became popularized with the
general public and persists today. Yet much has changed. For example, when Bernard conducted her research,
the majority of married women were home full time, but today the majority of married women are employed.
Do modern data support Bernard’s idea?

Although many studies show that heterosexual marriage provides health benefits to both husbands and wives,
the benefits are not equal. For example, one large study of adults in Britain found that marriage was positively
associated with a variety of health indicators in middle age, but that this effect was greater for men than for
women (Ploubidis et al., 2015). In addition, the data indicated that the health of women and men who
cohabited was similar to that of married couples. In sum, marriage benefits both women and men, although it
benefits men more.

Photo 7.6 Will this marriage last? Statistics indicate that 40% to 50% of today’s heterosexual marriages will
end in divorce. One implication is that women need to acquire the education and skills necessary to support
themselves.

©iStockphoto.com/pixdeluxe.

Most research on marriage has focused on heterosexual marriage. Before Obergefell v. Hodges, some states had
laws permitting same-gender marriage, whereas others had constitutional amendments outlawing it. Research
comparing the well-being of same-gender couples living in states with or without legal same-gender marriage
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sheds light on the impact of marriage equality policies. For example, one study with a nationally representative
sample found that same-gender couples living in states with marriage equality had better health than same-
gender couples living in states without it (Kail et al., 2015). In the coming years, new data will help us
understand more about the psychological aspects of marriage for same-gender couples.

Not all marriages are alike, though. Some are happy, characterized by mutual support, good communication,
equality, and respect. Others are miserable, with the partners having little in common, intentionally degrading
each other, and perhaps committing abuse. Research consistently shows that the quality of marriage is far
more important to people’s mental and physical health than simply whether one is married (Barnett & Hyde,
2001; Gallo et al., 2003; Steil, 2001b). Equality between husband and wife in decision making is an important
aspect of the quality of heterosexual marriage (Steil, 2001a). Good marriage is good for women. Bad marriage
isn’t.

Divorce

Another historical shift regarding marriage is divorce rates. The divorce rate in the United States increased by
136% between 1960 and 1996, and then dropped steadily through 2006 (Amato, 2010). Among marriages
today, approximately 40% to 50% will eventually end in divorce, with somewhat higher rates for Whites and
African Americans and lower rates for Latinx and Asian Americans (Kreider & Ellis, 2011). It is also true that
remarriage rates are high; 70% to 75% of divorced women remarry (Amato, 2000). Longitudinal research
indicates that couples divorce because of a variety of factors, including intimate partner violence, conflict,
infidelity, and a lack of commitment to marriage (Amato, 2010).

Is divorce harmful to one’s psychological or physical well-being? Most research indicates that divorced
individuals have poorer psychological and physical well-being compared with married individuals (Amato,
2010). Yet two important factors can contribute to these effects. One factor that influences the psychological
outcomes of divorce is one’s history of depression; that is, divorce can be a significant stressor for people who
are already at higher risk for developing depression (Sbarra et al., 2014). If you have a history of depression,
getting divorced might trigger a depressive episode.

Another important factor influencing outcomes following divorce is marital quality. That is, if the marriage is
stressful and difficult, maybe even abusive, it might actually be beneficial to end it. This is particularly true for
women. One study with a nationally representative sample of adults in the United States found that the
psychological effects of divorce depend on both marital quality and gender (Bourassa et al., 2015). For
women, ending a poorer quality marriage resulted in a greater increase in life satisfaction than ending a higher
quality marriage. For men, there was no association between marital quality and life satisfaction after divorce.

The economic consequences of divorce are also important to consider. A study of women and divorce by
sociologist Lenore Weitzman (1986) attracted a great deal of attention. She found that divorced women and
their children are becoming the new underclass: Whereas divorced men experience a 42% increase in their
standard of living, divorced women experience a 73% decrease. These are the unintended consequences of no-
fault divorce, which in the 1970s was thought to be positive for women. The problem is that divorce
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settlements often make the liberated assumption that women will go out and become self-sufficient earners,
ignoring the great disparity between women’s wages and men’s wages in the United States (see Chapter 9). In
short, no-fault divorce has been an economic disaster for those women who do not have professional training,
job skills, or strong work experience. We don’t mean to suggest, of course, that no-fault divorce is all bad for
women. For example, it makes it easier for a woman to get out of a marriage in which she is abused.
Weitzman’s statistics have also been criticized for exaggerating divorced women’s economic decline (Faludi,
1991; Peterson, 1996). A decline of 35%—not 73%—is probably more accurate (Amato, 2000). Nonetheless,
a 35% decline in standard of living is still a dramatic loss.

Divorced women also may experience role strains and role overload. They may have to manage a household by
themselves, including doing tasks such as repairs that the husband may have done previously. Divorced
women with children may feel that their social life has become extremely limited and that they are socially
isolated from other adults. Social support from family and friends is extremely important during the divorce
transition.

Black women tend to fare less well than White women following divorce (McKenry & McKelvey, 2003).
Compared with their White counterparts, divorced Black women are less likely to receive child support and
more likely to live in poverty.

Single Women

Today, 28.6% of American women are single, never married (U.S. Census Bureau, 2013). By ethnicity, the
never married comprise 23.4% of White women, 46.3% of Black women, 26.4% of Asian American women,
and 35.4% of Latinas. These statistics are up from 1960, a result of trends toward not marrying and toward
marrying later.

Two advantages are typically mentioned in discussions of being a single woman. One is freedom. There is no
necessity to agree with someone else on what to have for dinner, what TV program to watch, or how to spend
money. There is the freedom to move when doing so is advantageous to one’s career—or to stay put and not
to move to follow a husband’s career. The other advantage is a sense of self-sufficiency and competence. The
single woman has to deal with the irritation of fixing the leaky faucet herself, but having done so, she gains a
sense that she is competent to do such things.

Women who are satisfied by long-term single status tend to have (a) satisfying employment that provides
economic independence, (b) connections to the next generation through extended family or by mentoring
younger people, and (c) a strong network of family and friends who provide support when it is needed
(Trimberger, 2005).

Motherhood

Just as women are delaying marriage today, they are also delaying childbearing. Whereas in the 1960s the
average age of first giving birth was 21, today it is 26 (Costello et al., 2003; Hamilton et al., 2015). This varies
somewhat by ethnicity; the average age of first birth is 24.3 for Hispanic women, 24.2 for Black women, 27.0
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for White women, 23.1 for American Indian women, and 29.5 for Asian American women (Hamilton et al.,
2015). In this section we discuss the experience of motherhood, but we save our discussion of pregnancy and
childbirth for Chapter 11.

Research shows that although marriage and employment are both generally associated with positive
adjustment for women, parenthood is generally associated with mixed emotions. Having children can increase
parents’ experiences of positive emotions and finding meaning in life, but it can also increase their experiences
of negative emotions and magnify or exacerbate financial problems or relationship problems (Nelson et al.,
2014). One meta-analysis found that parents have lower marital satisfaction than nonparents, but the effect is
small (d = –0.19; Twenge et al., 2003). Following the birth of a child, married women tend to experience a
decline in marital satisfaction (Shapiro et al., 2015). The transition to motherhood can be very difficult and
stressful. It requires that a woman rapidly acquire new skills, develop a new interpersonal relationship, and
integrate a new role into her identity, all while experiencing considerable disruptions in her sleep patterns.

Motherhood is so basic an assumption of the female role that it is easy to forget that society pressures women
to be mothers; indeed, the pressure is so strong that the situation has been called the motherhood mandate
(Meyers, 2001). And, in fact, 84% of American women have at least one child by age 50 (Monte & Ellis,
2014).

Motherhood mandate: A cultural belief that women must become mothers.

Psychology has a history of mother blaming—that is, of holding mothers responsible for everything from
schizophrenia to eating disorders (Caplan, 2001). Psychologists have been slow to ask what role fathers might
play in their offspring’s problems or about the role of peers and other social forces. In particular, much
research attention has been devoted to the potential harm that children experience when mothers work
outside the home, but scant attention has been paid to the negative impact that fathers’ employment might
have. We return to this topic in Chapter 9.

Today, women are expected to be not only mothers, but exceptional mothers—a norm called intensive
mothering (Arendell, 2000). Mothering should be emotionally involving, time-consuming, and completely
child-centered, according to this norm. These ideals are impossible for real women to achieve, leaving them
feeling that they’re not doing a very good job (Douglas & Michaels, 2004).

The so-called mother wars make matters worse (Johnston & Swanson, 2004). The mother wars, created by
the media, pit working mothers against stay-at-home mothers. The polarizing rhetoric portrays stay-at-home
mothers as dimwits on Prozac running organic vegetables through the blender to feed the baby. Employed
mothers are characterized as being stressed beyond human endurance and spending almost no time with their
children, leaving them in dangerous day care. Neither of these images is accurate, but they contribute to a rift
between the two groups of mothers, leaving neither one feeling good.

Despite all of this, most women gain satisfaction from motherhood. The degree of satisfaction depends on a
number of factors; women report more satisfaction with motherhood when they are in a happy marriage and
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when they have strong social support (Thompson & Walker, 2004).

Of course, not all women accept the motherhood mandate. The birthrate in the United States has declined in
recent decades (U.S. Census Bureau, 2015), much as it has in other countries such as Germany and Japan
(CBS/AP, 2014). More and more women are choosing to be child-free, or opting for voluntary childlessness.
Terminology makes a difference here. Some reject the term childless, which may seem to imply some sort of
deficit, in favor of child-free.

While the evidence indicates that women who are voluntarily childless do not feel guilty, regretful, or
distressed by their choice (DeLyser, 2012; McQuillan et al., 2012), they remain a highly stigmatized group.
Child-free women are perceived as less warm and less psychologically fulfilled than women with children
(Ashburn-Nardo, 2017; Bays, 2016). They may also be viewed as selfish or deviant (Mollen, 2006). Why are
child-free women perceived so harshly? There is a great deal of social pressure for women to have children,
which probably has to do with the fact that motherhood is so central to the female gender role (McQuillan et
al., 2012).

Still, many women are involuntarily childless. About 6% of married women experience infertility, or an
inability to become pregnant despite having carefully timed, unprotected sex for one year; about 12% of
American women experience impaired fecundity, or difficulty getting pregnant or carrying a pregnancy full-
term (National Center for Health Statistics, 2016). Infertility and impaired fecundity can be very distressing
to those who wish to become pregnant and have a child. The motherhood mandate can compound this
distress because it contributes to a woman’s sense that she has failed as a woman if she cannot have children
(Ceballo et al., 2015). Some women may pursue assisted reproductive technologies (ARTs), such as in vitro
fertilization (IVF), in order to become pregnant. ARTs like IVF are very expensive and may not be covered by
one’s health insurance. The financial strain and low success rate of ARTs adds to the distress experienced by
women experiencing infertility.

Infertility: Not getting pregnant despite having carefully timed, unprotected sex for one year.

Photo 7.7 Intersectional analysis of fertility issues indicates that White women’s childbearing is more highly
valued and promoted than the childbearing of women of color.
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An intersectional analysis of infertility uncovers an unsettling pattern of inequity sometimes referred to as
stratified reproduction (Ceballo et al., 2015; Greil et al., 2011). Essentially, White women’s childbearing is
more highly valued and promoted than the childbearing of women of color. Women of color and poor women
are more likely to experience infertility. To make matters worse, these women are less likely to have access to
the fertility treatments that White women and wealthier women have. Economic constraints, lack of health
insurance, and discrimination from medical professionals all contribute to this disparity in access. In addition,
the majority of research on fertility treatments has relied on wealthy White women as participants.
Meanwhile, racist stereotypes of Black mothers as lazy “welfare queens” who are inadequate and selfish persist.
The motherhood mandate, it seems, applies only to wealthy White women.

Stratified reproduction: A systematic pattern of inequity in which women of color are overrepresented among women with infertility
but are underrepresented among those who receive treatment for infertility.

Queer and trans people who wish to become pregnant face additional challenges with regard to their fertility
(dickey, Ducheny, et al., 2016; Hayman et al., 2015; Jones et al., 2016). While there are more options
available to these folks today than ever before, several obstacles may stand in their way. For example, to
become pregnant, some couples may opt for ARTs with donated sperm. This is more challenging than it
might seem. First, for many queer and trans people, some ARTs are financially out of reach. Second, finding a
sperm donor can be complicated—should the donor be someone who is known to the couple, or should they
be anonymous? Third, for trans people in particular, fertility is shaped in part by their history of gender-
affirming care (namely, whether they’ve had particular hormone treatments or surgical procedures). Some
trans women may still produce sperm and some trans men may still ovulate, but other trans people will not be
able to biologically parent a child because they have undergone treatments that have made them infertile. In
the face of infertility, some couples may wish to adopt a child, but discrimination against queer and trans
people adopting children remains a barrier for many. Despite these challenges, many queer and trans people
become parents of a biological, step, or adopted child at some point in their lives. Research indicates that 48%
of LGBT women and 20% of LGBT men in the United States have at least one child under age 18 (Gates,
2013).

An Empty Nest

During middle adulthood, children may leave home—to go to work, to go away to college, to get married.
This phase of the family life cycle is known as the empty nest, or the postparental period. Traditional
stereotypes held that, because motherhood is a major source of identity, the empty nest promotes depression
in middle-aged women. Yet research shows this not to be true. Indeed, many women find rewards during the
empty nest phase.

Empty nest: The phase of the family life cycle following the departure of adult children from the family home; also known as the
postparental period.
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For example, a study of 60- to 65-year-old women found that 70% described their lives currently as better
than when they were younger (Burns & Leonard, 2005). In some cases, the gains they reported were due to
the women’s own actions. In other cases, women reported that changes in roles or simply the passage of time
provided stress relief. And one woman in a comparison group of 40- to 50-year-olds said,

I’ve just thought that all my life I’ve worried about the girls leaving home and growing up. I love my girls
so much I thought I can’t deal with them growing up. And then a couple of years ago, it was almost as if
God tossed them out of the nest or something. Because I’m getting to the stage where I want them to
leave so that my husband and I can just have our own life. I never thought I could feel like that! (Burns &
Leonard, 2005, p. 275)

Of the remaining women who felt differently about this phase of life, 20% reported continued, consistent
contentment and only 10% characterized their lives as dominated by losses.

What should we conclude, then? A review of the research on the empty nest revealed several patterns in the
data (Bouchard, 2014). First, most couples experience an increase in marital quality during the empty nest,
especially for women. There is also some evidence of an increase in marital equity reported by women,
presumably because child-related responsibilities have been lessened. Second, some women experience
loneliness or a sense of loss, but most experience an increase in well-being.

Later Adulthood

Ageism, or negative attitudes toward older adults, is a pervasive problem (Levy & Macdonald, 2016). Ageist
stereotypes describe older adults as forgetful, incompetent, and depressed, living only in the past. Yet research
on aging indicates that older adulthood is not nearly as pathetic as ageism suggests.

Ageism: Negative attitudes toward older adults.

And yet, an intersectional perspective on aging indicates unique challenges for older women. In particular,
there is a double standard of aging (Calasanti, 2005; Chonody & Teater, 2016). That is, as a man reaches
middle age and beyond, he may appear more distinguished and handsome, but a woman of the same age is
considered less beautiful or even invisible. As we saw in a previous section, a woman’s value in her youth is
often judged by her appearance; as women age, their appearance tends to change in ways that move them
further away from mainstream standards of beauty. The media helps to perpetuate this double standard. Older
women are underrepresented as television characters, and when they do appear, they are portrayed negatively
or stereotypically, as victims, dependent, or poor (Kjaersgaard, 2005). Here we will examine some of the
research on older women.

Double standard of aging: Cultural norms by which men’s status increases with age but women’s decreases.

Grandmotherhood
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The stereotype of a grandmother is of a white-haired lady baking cookies for the little ones. Of course,
grandmothers are a much more diverse group. Women can become grandmothers at vastly different ages. One
woman becomes a grandmother at age 35, and another does so at age 65. Some are retired, but many may still
be employed.

Grandmothers often play an important role in the lives of their grandchildren (Barnett et al., 2010). For
example, they often provide emotional and financial support, as well as information, to parents and
grandchildren. When grandmothers are more involved in the lives of their grandchildren, it can enhance the
children’s adjustment and protect them from risk factors for poor adjustment (Barnett et al., 2010).

The grandmother role is likely to vary for different ethnic groups as a result of different family structures and
cultural traditions. African American grandmothers, for example, are disproportionately likely to raise their
own grandchildren in the absence of the mother or father (Conway et al., 2011; Kelch-Oliver, 2011). This
situation can create emotional and physical strain as well as rewards for the grandmother.

One study of Chinese American immigrant grandmothers found that traditional Chinese values of filial piety
and respect for elders shaped the grandmother experience (Nagata et al., 2010). Grandmothers had frequent
contact with their grandchildren, and the contact was hierarchically structured, with the grandmother having
an authoritative, respected role. The grandmothers’ goals for their grandchildren emphasized moral character,
good manners, and achievement.

Photo 7.8 Cultural values of filial piety and respect for elders shape grandmotherhood.

©iStockphoto.com/real444.

There is even a grandmother effect, a term coined by evolutionary theorists (Herndon, 2010). Compared with
other species, female humans experience far more years of vigorous life after ovulation ceases and they can no
longer reproduce. Why is this adaptive, in an evolutionary sense? According to the grandmother effect, older
women who are healthy and active enhance their own fitness by providing care for their grandchildren, who
carry their genes, thereby enhancing the survival of those offspring. According to this hypothesis, natural
selection occurred among early humans, favoring women who lived longer, were vigorous, and helped to care
for their grandchildren.

Gender and Cognitive Aging
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A lifespan perspective reminds us that there are gains as well as losses in development. In older adulthood, it is
common to experience some changes in our cognitive functioning. While some cognitive changes may be
signs of disease or dementia, other changes are normal parts of aging that result from a general slowdown or
reduced efficiency in our brain processes. For example, older adults tend to experience declines in some
aspects of executive functioning, such as mental flexibility (Phillips & Henry, 2008) and inhibitory control
(von Hippel & Dunlop, 2005). However, our long-term memory remains generally well intact, and we can
continue acquiring new knowledge and skills throughout our lives. An important question to pose in the
psychology of women and gender, then, is whether there are gender differences or similarities in cognitive
aging.

As we discuss in Chapter 8, a handful of cognitive abilities show some mean gender differences, and these
differences vary in magnitude. Researchers have also explored whether women and men experience similar
cognitive changes as they age. That is, researchers were interested in the cognitive trajectories of older adults,
or how their cognitive abilities changed over time. One review found that, across 13 longitudinal studies, men
and women tended to show similar rates of cognitive changes over time, with similar cognitive trajectories
between 60 and 80 years of age (Ferreira et al., 2014). However, those studies had inconsistent findings and
varied in quality, which makes our conclusions tentative.

A recent long-term longitudinal study of aging examined changes in multiple cognitive abilities among a
sample of adults who showed no signs of cognitive impairment or dementia (McCarrey et al., 2016). In
general, they found that participants’ cognitive abilities declined with age, as expected. With regard to gender,
a few patterns in their results are noteworthy. First, women tended to outperform men on most, but not all, of
the abilities. For example, women scored higher on tests of reasoning, verbal learning, verbal memory, fluent
language production, and episodic memory. They also found that, although men outperformed women in
visual memory and visuospatial abilities, men also showed steeper decline in those abilities over time. That is,
men’s mean levels were higher but they declined at a faster rate. By contrast, there was no cognitive ability in
which women showed steeper decline than men did.

The authors concluded that women may be less vulnerable to age-related changes in brain functioning and
cognition. Yet they also cautioned that the gender differences were subtle. Considered alongside the previous
mixed findings about gender differences in cognitive aging, it seems that women may experience slower rates
of cognitive aging but that the effects may not be large enough to be detected consistently.

Widowhood and Gender Ratios

Gender ratios become more and more lopsided with advancing age. Among Americans between the ages of
60 and 69, there are 110 women for every 100 men. By 80 to 89 there are 162 women for every 100 men, and
for those 90 and older, there are 259 women for every 100 men (Howden & Meyer, 2011). As a result, older
women stand a good chance of living alone. Among women 65 and older, 32% live alone (Stepler, 2016).

What drives these lopsided gender ratios? One factor is widowhood. Women are far more likely to be
widowed than men are (Elliott & Simmons, 2011). This is the result of two trends: the longer life expectancy
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of women and the tendency of women to marry men older than themselves. Opportunities for remarriage are
limited because there are so few men compared with women in the “appropriate” age-group. Therefore it is
fairly common for women to face the last 15 years or so of their lives alone. The evidence indicates that
recently widowed individuals have higher levels of depressive symptoms compared with married individuals
but that these levels decrease after 2 to 3 years (Monserud & Markides, 2017).

A number of factors affect how women respond following the death of a spouse, including whether the death
was anticipated or unexpected and her financial and social resources (Antonucci et al., 2010). Widows who
had been caring for an ill spouse for a long time may be grateful that their spouse is no longer suffering and
that they are relieved from exhausting caregiving responsibilities. The consequences of widowhood for a
woman’s depressive symptoms can depend on her spouse’s health status before death as well as the woman’s
age and how long she’s been widowed (Sasson & Umberson, 2014). In addition, widows may draw on their
faith and religious practices for comfort and support during the transition to widowhood. A longitudinal study
with Mexican American older adults found that more frequent church attendance slowed the development of
depressive symptoms when a spouse died (Monserud & Markides, 2017).

Financial strain for widows can be severe (Hungerford, 2001). There is loss of the spouse’s income, and the
couple’s savings may have been depleted by medical expenses associated with the spouse’s illness. Older
women are more likely than older men to live in poverty, and older minority women are even more likely to be
poor than White women.

The death of a spouse seems to be harder on men than it is on women, whether measured by depression,
illness, or death (Shor et al., 2012; Stroebe et al., 2001). Put another way, women tend to cope better with
widowhood. One possible reason for this is that women are more likely to have deep friendships that they
have developed over the years and from which they can draw social support. Another possibility is that women
are better than men at “grief work”—that is, at expressing their emotions and then going on to cope and
readjust (Stroebe, 2001).

Experience the Research: Older Women

For this exercise, interview an older woman, over the age of 65. You might choose a female relative, a woman from your place of
worship, or a family friend. Record her age, marital status, and ethnic group. Ask her the following questions, and either audiotape
or take notes on her answers:

1. What does she feel were the three major events in her life? Why?
2. Did she spend most of her life as a homemaker or having a job or career? Reflecting back on that role, what were the good

things about it? What were the negative things?
3. If she is single, is she lonely? Why or why not?

Chapter Summary

This chapter has traced aspects of development across the lifespan, focusing especially on girls, women, and transgender persons.
Most infant behaviors do not show gender differences. While boys are more active, girls regulate their impulses and attention better;
these differences may contribute to challenges at the transition to kindergarten. Parents generally treat boy and girl babies similarly,
although mothers appear to touch their infants in subtly different ways, which may promote gender differences in motor activity and
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play behaviors, such as girls’ preference for play-grooming and boys’ preference for rough-and-tumble play.

Infants begin processing information by gender early on, categorizing male and female faces, bodies, and voices. Yet evidence also
suggests that we learn to categorize gender as a binary system.

Gender differences in toy and game preferences emerge in the preschool years. By age 3, children’s play is highly gender segregated.
Appearance rigidity also becomes more common during the preschool years. The cognitive process of gender constancy development
may play a role in these behaviors.

For transgender children during the process of gender constancy development, their gender identity does not match their gender
assigned at birth, known as gender dysphoria. Transgender children have long been met with skepticism, perceived as being
confused, delayed, oppositional, or pretending. Yet scientific research indicates that such children’s gender identity is authentic and
deeply felt. Trans-affirmative practice provides guidance for sensitive, respectful, and individualized care of transgender children.

Parents continue to socialize gender-appropriate behavior, and the media and peers gain influence during childhood. Parents exert
their influence through channeling, differential treatment, direct instruction, and modeling. In addition, children self-socialize.
Gender segregation of peer groups also contributes to gender socialization.

Girls are also sexualized from an early age. In late adolescence, girls move toward an adult identity, balancing an autonomous
identity with an interpersonal identity.

Puberty offers dramatic changes for cisgender and transgender kids. While cisgender boys may look forward to puberty, cisgender
girls are often less positive; girls’ negative feelings often have to do with the contrast between cultural ideals and actual body shapes
and sizes. Timing of puberty also matters. For transgender adolescents, pubertal suppression may be included as a part of trans-
affirmative practice, as it gives those kids more time to decide before long-term or permanent physical changes occur. Pubertal
changes in adolescence may contribute to gender intensification.

Peer harassment based on gender and gender expression is widespread during adolescence. This form of victimization is especially
common for gender nonconforming and sexual minority youth. Peer sexual harassment is linked to poorer educational and
psychological outcomes. Negative body esteem and weight worries become issues for girls in adolescence, and fat talk may contribute
to body dissatisfaction.

In adulthood, marriage and romantic relationships are important. Most research on marriage has focused on heterosexual marriage;
in the coming years, new data will help us understand more about the psychological aspects of marriage for same-gender couples.
Marriage—at least good marriage—benefits women’s mental and physical health. Likewise, divorce can offer benefits to a woman if
her marriage is very poor in quality.

Motherhood is a valued role for most adult women. Voluntary childlessness remains stigmatized. Research on the empty nest and
depression in middle age indicates that, in fact, most women fare well during this time, and some researchers believe that the early
50s are the prime of life for women.

In older adulthood, the grandmother role is an important and meaningful one for many women. Development in older adulthood
includes cognitive aging. Women may be less vulnerable than men to cognitive aging, but these gender differences are subtle. Men
on average die younger than women do, resulting in lopsided gender ratios in the population. The gender ratio becomes more
lopsided with each passing decade, as widowhood becomes increasingly common. While losing a spouse is among the most
distressing and difficult events in a person’s life, widows psychologically rebound from this loss within a few years. Social support,
faith, financial stress, and the circumstances around the spouse’s death all contribute to the psychological outcomes of widowhood.

Suggestions for Further Reading

Brown, Christia Spears. (2014). Parenting beyond pink and blue: How to raise your kids free of gender stereotypes. Berkeley, CA: Ten
Speed Press. A developmental psychologist, Brown provides a parenting guide for those who want gender stereotypes to take a
backseat in their children’s lives.

Levin, Diane, & Kilbourne, Jean. (2008). So sexy so soon: The new sexualized childhood and what parents can do to protect their kids. New
York, NY: Ballantine. Drawing on the APA Task Force report on the sexualization of girls, Levin and Kilbourne offer guidance to
parents and schools on promoting healthy development in kids.
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McLean, Kate C., & Syed, Moin. (Eds.). (2015). Oxford handbook of identity development. New York, NY: Oxford University Press.
This handbook thoroughly reviews the psychological research on the many aspects of identity development.

Orenstein, Peggy. (2011). Cinderella ate my daughter: Dispatches from the front lines of the new girlie-girl culture. New York, NY:
HarperCollins. Journalist Orenstein exposes the cultural forces—from Disney princesses to beauty pageants—that are making little
girls into girlie-girls.
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Chapter 8 Abilities, Motivation, and Achievement

Outline

1. Abilities
a. General Intelligence
b. Verbal Ability
c. Spatial Ability
d. Mathematics Performance
e. Physical Performance and Athletics

Focus 8.1: Gender Diversity and Athletics
f. Summary

2. Motivation: Expectancy-Value Theory
3. Achievement

a. School Achievement
b. Occupational Achievement

4. The Gender Gap in STEM
Focus 8.2: Achieving Women: Ellen Ochoa

a. Explanations for the Gender Gap in STEM
b. An Intersectional Approach to the Gender Gap in STEM
c. Interventions to Close Gaps in STEM

Experience the Research: Gender and Computers
5. Chapter Summary
6. Suggestion for Further Reading

“Which man, which woman?”

Samuel Johnson, when asked whether man or woman is more intelligent

In 2005, then-president of Harvard University Lawrence Summers speculated, at a professional meeting, that
women were underrepresented at the highest levels of achievement in mathematics and science because they
lack the necessary mathematical ability (Dillon, 2005). Is there any scientific evidence that women are less
intellectually competent than men? In this chapter we will explore empirical evidence regarding the abilities
and achievements of women and whether they differ from those of men. Of course, it is important to
remember that the finding of a gender difference does not say anything about what causes it—that is, whether
biological or environmental factors are responsible. After a consideration of gender differences and similarities
in abilities, we will examine motivation, framed by expectancy-value theory. Next we will look at data on girls’
and women’s achievements in school and occupations. And finally, we will consider the gender gap in STEM
(science, technology, engineering, and mathematics), what causes it, and what might be done about it.
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Abilities

General Intelligence

There is no evidence to support the hypothesis that girls and women are less intelligent than boys and men. In
fact, research has consistently shown that there are no gender differences in general intelligence (Maccoby &
Jacklin, 1974).

These results need to be interpreted carefully, though, because of the nature of IQ test construction. It became
clear to the early test constructors that boys would do better on some kinds of items, whereas girls would do
better on others. They decided to balance these subtests so that there would be no gender differences in
overall measured intelligence. Therefore, saying that there are no gender differences in tested intelligence
essentially means that the test constructors succeeded in their goal of eliminating gender differences. Rather
than looking at global assessments, it is more informative to analyze patterns of specific abilities by gender,
such as mathematical ability or verbal ability.

For years, psychology textbooks have told students that there were gender differences in three basic abilities:
verbal ability, spatial ability, and mathematical ability, with female test takers scoring higher on verbal tests
and male test takers scoring higher on spatial and mathematical tests. However, we now have meta-analyses to
give us a more accurate and detailed understanding of whether there are gender differences in these abilities
and, if so, how large the differences are.

Verbal Ability

Although the stereotype is that girls and women show better verbal ability than boys and men, a meta-analysis
found that the gender difference in verbal ability is so small as to be trivial (Hyde & Linn, 1988). Overall, d =
–0.11, indicating a slight female superiority, but one that is so small that it can be called zero. The analysis
also looked at different types of verbal ability, such as vocabulary, analogies, reading comprehension, and essay
writing. The gender difference was small for all types of verbal performance.

Another interesting finding emerged: The evidence indicated that gender differences had grown smaller over
time. For studies published earlier than 1973, d = –0.23, whereas for studies published after 1973, d = –0.10.
That is, the gender difference was cut approximately in half. We can’t be certain what caused this narrowing
of the gender gap. One possibility is that gender role socialization practices became more flexible over those
decades, and a result is a reduction in the size of gender differences. Another possibility is that those who
produce standardized tests have become more sensitive about gender equity issues, resulting in tests that show
reduced gender differences.

Spatial Ability

Several major meta-analyses of gender differences in spatial performance are available. An early meta-analysis
found that there are actually at least three types of spatial ability, each showing a different pattern of gender
differences (Linn & Petersen, 1985). The first type, spatial visualization, involves finding a figure in a more
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complex one, like the hidden figures games you may have played as a child. This type of spatial ability shows
only a slight gender difference favoring boys and men, d = 0.13 (Linn & Peterson, 1985). The second type of
spatial ability, spatial perception, requires a person to identify a true vertical or true horizontal line when there
is distracting or misleading information around it. This type of spatial ability showed a somewhat larger
gender difference favoring boys and men. The third type of spatial ability, mental rotation, requires the test
taker to mentally rotate an object in three dimensions in order to obtain the correct answer. A sample of one
of these items is shown in Figure 8.1. In the most recent meta-analysis, male participants outperformed
female participants in 3-D mental rotation by a moderate amount, d = 0.57 (Maeda & Yoon, 2013).

An important point is that 3-D mental rotation skills are not just something that you’re born with, something
that is hardwired in the brain. In fact, spatial skills improve with training and practice, just like mathematical
knowledge is learned. For example, in one experiment, college students were given 10 hours of training on an
action video game, Medal of Honor: Pacific Assault; controls played a puzzle game (Feng et al., 2007). Both
women and men in the experimental group improved their performance on a mental rotation test. The
women improved more than the men, and experimental group women performed as well as control group
men.

A meta-analysis of spatial skills training studies found that, on average, training improved scores by d = 0.47
compared with controls (Uttal, Meadow, et al., 2013). The effects of training lasted, too, even when tested
weeks later. Notice that the training effect is about as large as the gender gap.

The problem is that, unlike the extensive language arts curriculum and math curriculum in the schools, there
is no curriculum to train spatial skills in most schools (Uttal, Miller, et al., 2013). As a matter of gender
equity, this skill in which girls are disadvantaged should be part of the school curriculum. Research also
indicates that training in spatial skills leads to better performance in STEM courses, so a spatial skills
curriculum should have multiple benefits to both girls and boys (Uttal, Miller, et al., 2013).

An intersectional approach is informative here, with a focus on the intersection of gender and social class. In
one study, elementary school children were tested in two areas of spatial performance: mental rotation and
map reading (Levine et al., 2005). No gender difference was found among the low-income children, but the
usual gender difference was found for middle- and upper-income children. The researchers concluded that
boys in low-income environments do not have access to the activities (such as computer games, puzzles, and
building toys) that give boys in more affluent environments the chance to improve their spatial skills and
improve them relative to girls. These findings speak to the importance of environment and experience in
creating or erasing gender differences.

Figure 8.1 Sample item and solution from a test of spatial ability.
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Source: From R. E. Stafford, Identical Blocks, form AA, 1962. Reprinted with the permission of R. E.
Stafford and Harold Gulliksen.

Mathematics Performance

The stereotype is that boys and men have the edge over girls and women in math. What do the data say? A
major meta-analysis compiled data on the mathematics performance of 7 million U.S. children in Grades 2
through 11, using data from well-sampled state assessments (Hyde et al., 2008). Contrary to the stereotype
that boys and men are the smart ones in math, averaged across all ages, d = 0.0065, meaning that there is
exactly no gender difference. Gender differences were uniformly close to zero at all grade levels.

Another meta-analysis synthesized data from 242 studies representing the testing of 1.2 million people of all
ages (Lindberg et al., 2010). Overall, d = 0.05. Consistent with the first meta-analysis, there was no gender
difference in mathematics performance. Stated a different way, female test takers scored as high as male test
takers.

Similar results have been found in many other nations. The Trends in International Mathematics and Science
Study (TIMSS) involves testing 15-year-olds in 46 countries (Else-Quest et al., 2010). Results for six of these
countries are shown in Table 8.1. Notice that the effects fluctuate slightly from one country to another, but all
are close to 0.

The odd thing is that, despite all the evidence of gender similarities in actual math performance, stereotypes
about male math superiority persist. As we saw in Chapter 3, implicit stereotypes measured by the Implicit
Association Test (IAT) link mathematics to males (Nosek et al., 2002). As early as second grade, children
show the implicit stereotype that math is for boys (Cvencek et al., 2011).

Why is the gender difference in math performance—or its absence—so important? One reason is that
mathematical skills are essential to a number of high-status, lucrative occupations that are male-dominated,
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such as engineering and the physical sciences. Women’s underrepresentation in these fields has been
attributed to their lack of mathematical ability (Ceci & Williams, 2010), but, as we have just seen, that
explanation is bogus. Measured in a number of different ways, and based on large meta-analyses, women have
as much mathematical ability as men do. The implication is that other factors must explain women’s
underrepresentation, a point to which we will return later in this chapter in the section on the gender gap in
STEM. It is important that women have equal access to these high-paying, prestigious careers.

Source: Data from Else-Quest, Nicole M., Hyde, Janet S., & Linn, Marcia C. (2010). Cross-national patterns of gender differences in
mathematics: A meta-analysis. Psychological Bulletin, 136, 103–127. Table created by Janet Hyde.

Physical Performance and Athletics

Gender differences in physical and athletic performance provide a contrast to the findings for cognitive
abilities. For example, d = 2.0 for physical height in humans (Niewenweg et al., 2003), a difference that is
about four times greater than the gender difference in spatial ability.

Large gender differences in some kinds of athletic performance tend to emerge in adolescence (Eaton &
Enns, 1986). For example, for speed in the 50-yard dash, d = 0.63, when averaged over all ages, but d = 2.5 for
adolescence and beyond. For throwing distance, d = 1.98. For some other aspects of athletic performance,
though, gender differences are small or zero; for example, on tests of balance, d = 0.09.

Athletic performance is also strongly responsive to training and diet, as we have seen in the past 25 years with
the great advances made in these areas. Figure 8.2 shows gold medal performance in the Olympics over the
years for men and women in the 100-meter dash. As you can see, the women who win today run faster than
the record-breaking men of 1928, and the gender gap has narrowed.

Figure 8.2 Gold medal performances of men and women in the 100-meter dash in the Olympic Games.
Women were not permitted to compete in track and field events until 1928.
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Source: Created by the authors.

Focus 8.1 Gender Diversity and Athletics

Dutee Chand is a woman sprinter from India who grew up in a low-income family (Padawer, 2016). At 5’3’’ tall and 110 pounds she
holds the national championship in the 100 meters and qualified for the 2016 Olympics. She found herself at the center of a
controversy in 2014, at age 18, when she was about to compete in the Commonwealth Games (for Britain and the former colonies).
Pregame biological testing indicated that she has unusually high levels of testosterone for a woman; her level is in the range more
typical for men. The condition is known as hyperandrogenism. Officials ruled that she was ineligible to compete. The Indian
government appealed the decision and it was eventually reversed, but not until Chand had been the object of intense scrutiny.

Hyperandrogenism: A condition in which the body produces very high levels of androgens. Typically, it is noticed only in
women. It can result from a variety of medical conditions, including polycystic ovary syndrome and Cushing syndrome.

In another case, Maria José Martinez-Patiño, from Spain, was a rising star in women’s track and field, but in 1985 sex testing
revealed that she had a Y chromosome and she was ruled ineligible to compete as a woman (Sánchez et al., 2013). She has complete
androgen-insensitivity syndrome (AIS), so, despite her XY chromosomes, her body does not respond to androgens and she has the
body of a woman and the identity of a woman. Eventually she was reinstated, but the incident left long-lasting marks on her.

Androgen-insensitivity syndrome (AIS): A genetic condition in which the cells of the body are unresponsive to
androgens. In genetic males (XY chromosomes), the result is genitals that appear female (complete AIS) or intersex,
somewhere in between typical males and typical females (partial AIS).

One thing to notice is that, in both these cases and all others in which athletes’ sex has been called into question, women are the only
ones tested and the only ones whose sex is disputed. Sex verification testing of female athletes began in the 1930s and, in the past,
included such indignities as appearing naked before judges and even physical exams (Vilain & Sánchez, 2012).

Advocates for sex testing of female athletes say that their goal is to “level the playing field.” Critics point out that this kind of testing
mainly has the effect of humiliating the woman who has some atypical gender feature, such as chromosomes or hormone levels.
Moreover, many other biological factors contribute to individuals becoming elite athletes. For example, there are actually genes for
muscularity (ACTN3 and MSTN; Vilain & Sánchez, 2012). Yet no one claims that people with those genes have an unfair
advantage in athletics.

In the end, we realize that athletic competitions are stuck in the concrete of the gender binary. A college has a men’s basketball team
and a women’s basketball team. Yet contemporary understandings of gender indicate that the binary is completely inadequate. We
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have people who are female (based on gender assigned at birth) and who identify as women (cisgender women) yet have high

testosterone levels. There are people who are male (based on gender assigned at birth) but who identify as female (transgender
women) and may undergo some medical gender reassignment. How will sports organizations deal with these complexities?

Photo 8.1 Dutee Chand (left) and Maria José Martinez-Patiño (right)

Photo of Chand by Athletics Federation of India—Odisha2017.games, CC BY-SA 4.0.

Summary

A number of conclusions emerge from this discussion of gender differences in abilities.

1. There are no gender differences in verbal ability.
2. There are no gender differences in mathematical performance.
3. There are gender differences in one type of spatial ability, mental rotation—an ability that is important

in career fields such as engineering. However, spatial skills can be improved by training.
4. Gender differences in cognitive abilities are so small as to be irrelevant in practical situations such as job

counseling. It would be a great mistake, for example, to urge a high school girl not to pursue an
engineering career just because girls on average score lower than boys on tests of mental rotation. There
is too much variability from one girl to the next to predict that an individual woman will not have
adequate spatial ability for such a career. A far better indicator would be her score on a mental rotation
test. And even if her score is mediocre, we could suggest that she take a spatial training program.

5. Gender differences in some kinds of athletic performance are large beginning in adolescence.

Motivation: Expectancy-Value Theory

What motivates a person to take physics in high school? To study hard for a math exam? To declare an
engineering major in college? In many cases, what we achieve in life is more a matter of motivation than it is
of abilities. Psychologists have studied motivation extensively. Here we will focus on one major theory of
motivation, Jacquelynne Eccles’s expectancy-value theory (e.g., Eccles, 1994; Meece et al., 1982). Literally
hundreds of studies have been based on this theory, and it has much to say about gender.

Expectancy-value theory: A theory of motivation that posits that a person will take on a challenging achievement task if they expect
that they can succeed at it and if they value it (find it useful or interesting).

252



A diagram of Eccles’s model is shown in Figure 8.3. The final outcome that the model seeks to predict is
achievement behavior (such as taking a physics course in high school), and it is shown in box K on the far
right of the figure. The multiple factors feeding into the choice of a course are shown in the other boxes in the
diagram.

The model is an expectancy-value theory of achievement motivation. That is, any particular achievement
behavior is a product of the person’s expectations for success and the person’s values. Several types of values are
involved (box J), but we will focus on two of them: utility value (How useful is this course to me, now and in
the future?) and interest-enjoyment value (Will I find this course intrinsically interesting or enjoyable?). Marika
is a high school junior who is contemplating taking an optional course in physics. The theory says that she will
sign up for physics only if she has positive expectations for success in the course (if she thinks she’ll get an F,
she won’t sign up) and positive values with respect to the course (if she thinks the course will be valuable to
her now and in the future; for example, she might think that having physics on her transcript will help her get
into college). The values part of the model is shown in the bottom half of Figure 8.3 (box J) and the
expectancies part is show in the top half (box I).

Figure 8.3 Eccles’s model of academic course choice and achievement shows how girls’ expectations and
values may be shaped such that they do not take as many science courses in high school as boys do or might
not major in engineering in college.

Source: © Jacque Eccles. Reprinted with permission.

According to the theory, many factors shape Marika’s values regarding science courses, including the
following:

1. Her goals (box G): Marika has some tentative occupation goals. Perhaps she plans to go premed in
college and knows that physics is a premed requirement. Therefore, she should take physics in high
school to prepare. Alternatively, perhaps she plans on becoming a high school English teacher. She
perceives no usefulness or relevance of physics for her future career.
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2. Her socializers’ beliefs (box B) and her perceptions of those socializers’ beliefs and expectations (box E): These
factors shape her goals. Perhaps her mother is a physician and has encouraged or even expects Marika to
go that route, too. Perhaps her father loves (is intrinsically interested in) literature and has conveyed that
love to Marika so that she wants a career as an English teacher.

Many factors also shape expectancies for success, including the following:

1. Her aptitudes and grades (boxes C and D): Marika has a pretty good idea of her aptitudes for math and
science from a variety of sources, including her grades in past courses and her scores on standardized
tests.

2. Her interpretations or attributions (box F): It isn’t always the objective outcomes (grades and test scores)
that influence us, but instead our subjective interpretations of them. Marika may have gotten A’s and B’s
in all her math and science courses, but she may not attribute the good grades to her own abilities.
Instead, she may think that the courses so far have just been easy. As a result, she has low expectations
for success in a difficult physics course.

Eccles and others have conducted numerous studies testing various links in the model. Space does not permit
us to review all of this research, but, in brief, the evidence supports the model. As one example, research has
documented the links between parents’ beliefs and their child’s sense of competence and achievement in math
and science. In one remarkable longitudinal study, mothers’ estimates of their sixth-grade child’s likelihood of
success in mathematics predicted the child’s actual math career choice at 24 years of age, even after controlling
for measures of the child’s ability (Bleeker & Jacobs, 2004). Importantly, mothers’ sixth-grade estimates of
their child’s math career success were significantly higher for boys than for girls. Parents’ belief in their
children is a powerful force.

Other studies, including experimental research, show that, when students perceive more utility value in their
courses, they work harder, develop more interest in the material, and perform better in the course (e.g.,
Hulleman et al., 2010). These findings support key points in the expectancy-value model.

As an interesting exercise, you might trace through Eccles’s model, thinking of yourself, trying to see how it
predicts why you did or did not continue taking math and science courses in high school and college.

What are the practical implications of Eccles’s model? Suppose that our goal was to get more girls enrolled in
science courses to expand their career options. How would we do that, according to the theory? We could
work on the expectancy side of the model, on the value side, or both. On the expectancy side, we would try to
get high school girls to have higher expectancies for success in math and science courses. This could be done
in a number of ways: by stressing that no average gender differences exist in math ability, by pointing to a
pattern of success in math and science courses for an individual girl, and by encouraging girls to attribute their
previous good grades in math and science to their own abilities. On the value side, we would need to increase
the utility value that girls attach to math and science courses. Most girls are probably not aware of the wide
variety of careers (such as nursing) that require math and science. Individual counseling sessions might
examine each girl’s anticipated career and the math and science required for it. We will return to these ideas in
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the section on the gender gap in STEM later in this chapter.

Achievement

We can think about gender and achievement in many areas. Here we will focus on school achievement and
occupational achievement.

School Achievement

In terms of school achievement, girls earn better grades than boys at all grade levels. And they earn better
grades in all subjects, including those stereotyped as showing male superiority, such as math and science. A
meta-analysis found that, overall, d = –0.23 (Voyer & Voyer, 2014). When broken down by subject, the
female advantage was greatest in language arts and smallest (but still an advantage) in math.

The media have proclaimed news of a “boy crisis” in education, implying that boys have recently fallen behind
girls to an alarming extent. The findings from a meta-analysis contradict those claims (Voyer & Voyer, 2014).
The meta-analysis covered data from 1914 to 2011, and girls have been getting better grades than boys the
whole time.

We can also take an intersectional approach to school achievement, examining the intersection of gender and
ethnicity. Table 8.2 shows the gender gaps in students’ grades in 10th grade in math and science for four
ethnic groups in the United States (Else-Quest et al., 2013). Several results are worth noting. First, all of the
gender gaps (d values) are small, pointing to gender similarities. Second, the gaps can be reversed for math
compared with science. For example, among Whites, boys had better grades than girls in math, but girls had
the better grades in science. Third, the gaps can be reversed from one ethnic group to another. For example,
among Latinx, girls had better grades than boys in science, but among Asian Americans, boys had better
science grades. All of this cautions against universalizing statements about gender differences. Boys aren’t
better than girls at science in all ethnic groups, nor do girls always perform better.

Occupational Achievement

We will take up the topic of women and work in detail in Chapter 9. Here we will briefly summarize a few
patterns in women’s occupational achievements.

Over the past several decades, women have moved strongly into a number of high-status, challenging
occupations that were formerly dominated by men. The best examples are medicine, veterinary medicine, and
law. Other occupations have not seen such an influx of women and remain male-dominated. The best
example is engineering. Earlier in the chapter, using expectancy-value theory, we considered some of the
motivational factors that might contribute to women choosing to achieve in some occupations and not others.
Later in this chapter, we will consider explanations specifically for the gender gap in STEM.

One researcher analyzed data from the National Education Longitudinal Study, which followed a large,
representative sample of U.S. students longitudinally into adulthood (Mello, 2008). In high school, boys and
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girls had similar educational expectations, on average expecting to attend college. Girls actually had higher
expectations of a professional occupation than boys did, from high school through age 26. This pattern was
the same across all ethnic groups. By age 26, the women had attained more education than the men had.
Remarkably, given patterns in the 1950s and earlier, by age 26 women were more likely to be in a professional
occupation than men were. Now, of course, professional occupations include female-dominated occupations
such as teaching and social work, but they also include doctors, lawyers, and engineers. With these data, we
can see the remarkable progress that women have made in entering the professions.

Note: Positive values of d represent better grades for boys, and negative values represent better grades for girls.
Source: Else-Quest et al. (2013). Table created by Janet Hyde.

The Gender Gap in STEM

STEM refers to science, technology, engineering, and mathematics. Women tend to be underrepresented in
some—but not all—of these fields. We can look at the underrepresentation at multiple levels: undergraduate
majors, PhD degrees, and workforce representation. Data on these points are shown in Table 8.3.

STEM: An acronym for science, technology, engineering, and mathematics.

As you can see, women are actually not underrepresented in all STEM areas. Women earn roughly half of the
undergraduate degrees in biology and in mathematics. If women can’t do math and science, how can this be?
Even at the PhD level, women earn half the degrees in biology and a substantial fraction in chemistry. In
other areas, though, women are severely underrepresented: computer science, engineering, and physics. That
is true whether we look at PhDs awarded to women or women in the workforce in those areas. And those
numbers aren’t budging. They have been at that level for more than a decade and are not increasing, despite
the efforts of many. What we need to do, then, is explain the underrepresentation of women in computer
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science, engineering, and physics, not in all of STEM. Once we have the explanation(s), we can devise
interventions that will close the gap.

Focus 8.2 Achieving Women: Ellen Ochoa

Dr. Ellen Ochoa is the director of the Johnson Space Center in Houston. And she was an astronaut before that, making her the first
Latina in space. How did she get to her prestigious position in a very nontraditional field for women?

Photo 8.2 Ellen Ochoa

By NASA - spacelight.nasa.gov, Public Domain.

Born in 1958, she grew up with her four siblings in La Mesa, California. While she was a child, she displayed great interest in math
and science. She went on to earn her BS in physics from San Diego State University, graduating at the top of her class. She was also
dedicated to music and, for a time, she considered pursuing a career as a professional flutist. However, she decided in favor of
continuing in science, earning her PhD in electrical engineering at Stanford in 1985.

She went to work as a research engineer at the Sandia National Laboratory and later went to NASA’s Ames Research Division. The
systems that she developed in these positions made important contributions to aerospace technology, and she was accepted into
NASA’s astronaut training program. In 1993, she traveled on the Discovery space shuttle mission.

She has been honored with many awards, too numerous to list, including NASA’s highest award, the Distinguished Service Medal,
and the Hispanic Heritage Leadership Award. In addition, four schools have been named for her.

Source: NASA (2015).
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Source: National Science Foundation (2017, Tables 5-1, 7-2, and 9-5). Table created by Janet Hyde.

N/A. For some reason, the National Science Foundation combines chemistry, physics, and astronomy
into physical sciences for undergraduate degrees, so the numbers for chemistry and physics are not
available separately.

But first, let’s consider this question: Why do we care about the underrepresentation of women in STEM?
What would you say? Here are some reasons. First, we want women to have equal opportunities in all areas of
life, and the data seem to indicate that they don’t have equal opportunity in some of these fields. Second, these
are jobs that pay very well and where there is much demand for workers. They definitely beat unemployment
or some of the low-wage jobs that women are stuck in. For many women, STEM jobs represent real
opportunities for themselves and their families and, as we will see in Chapter 9, many women are the sole
support or the major supporter of their family. These are not just puzzling academic questions; they are
important to people’s lives.

Explanations for the Gender Gap in STEM

Numerous explanations have been proposed for the gender gap in STEM—or more accurately, in computer
science, engineering, and physics (Cheryan et al., 2017). Let’s call that CEP. We will consider seven of those
explanations here.

Women lack interest:

According to this explanation, women simply lack interest in CEP and don’t pursue it. It’s not that they face
discrimination or a chilly climate in those fields; it’s just that they don’t find them interesting. It is a matter of
free choice.

A meta-analysis of research on gender differences in interests found that, in general, men are more interested
in things (robots, computers, race cars) and women are more interested in people (Su et al., 2009). If we look
at the specifics, men showed more interest in engineering (d = 1.11), science (d = 0.36) and mathematics (d =
0.34), whereas women were more interested in social (d = –0.68) and artistic (–0.35) areas.

Some of these effect sizes are enormous compared to ones we have seen previously, such as gender differences
in math performance. Does that mean that gender differences in interests explain gender gaps in CEP? Not so
fast.

First, finding these large gender differences in interests tells us nothing about why the differences are there in
the first place. It does not mean that they are biologically determined or hardwired in the brain. It seems
likelier that boys are encouraged to be interested in fields like engineering and girls are not. We could change
the environment so that girls would find engineering interesting.

Second, people who are in the CEP fields tend to portray them in a certain way that will be more interesting
to men than to women. Engineering, for example, is portrayed as designing bridges or a better computer chip.
If, instead, engineering advertised itself in the biomechanical engineering area (for example, designing better
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prostheses for people with damaged limbs), women might well find it more interesting and want to be part of
it.

Women can’t do the necessary math:

The areas in which women are underrepresented require a high level of mathematical skills. They are termed
math-intensive fields. If women are weak in math, they will not be able to succeed in those fields. However, as
we saw earlier in this chapter, today girls are scoring as well as boys on mathematics tests, at least in the
United States, and women are earning 46% of the undergraduate degrees in mathematics, so weak math
ability cannot be the explanation for women’s underrepresentation in CEP.

Hostile environment and discrimination:

According to this explanation, women continue to be discriminated against in CEP, perhaps not in the crude,
obvious ways that occurred in the past (old-fashioned sexism), but in more subtle ways (modern sexism),
including implicit attitudes held by those in power. In the face of this discrimination, women would be likely
to switch to other fields that they find more hospitable.

What is the evidence of continuing discrimination against women in CEP? First, as noted in Chapter 3,
research shows that implicit attitudes link men and science, but not women and science (Carli et al., 2016). In
one clever experiment, science faculty from research universities rated the materials of an applicant for a
laboratory manager position (Moss-Racusin et al., 2012). All faculty saw the same materials, but half saw
them with a male name for the applicant and half saw them with a female name. Faculty rated the male
applicant as significantly more hirable and competent than the female applicant (who had identical
qualifications to the male). The faculty also offered the male applicant a higher starting salary. Interestingly,
both male and female faculty members showed this pattern. This study provides evidence of continuing
discrimination against women in science.

Other research has sought to assess women’s own experiences of discrimination in STEM fields. One study
surveyed high school girls who wanted STEM careers, women in undergraduate STEM majors, and women
in STEM PhD programs (Robnett, 2016). Overall, 61% of the respondents reported having experienced
gender bias in the past year alone. Consistent with patterns of women’s underrepresentation, experiences of
gender bias were most common for those in math-intensive STEM fields (computer science, physics,
engineering), and male peers were a major source of the bias. For example, among those in math-intensive
graduate programs, 41% had experienced bias from male peers and 42% had experienced it from a professor.
All of these numbers were much lower for women in the biological sciences—that is, they experienced much
less bias. So women are underrepresented in areas (CEP) where they experience more bias.

A related idea is that the CEP fields are characterized by a masculine culture (Cheryan et al., 2017). The
culture is masculine in several ways: There are few women in the field and stereotypes of people in the field
are dominated by nerdy men. Women therefore feel that they don’t belong there. That brings us to the issue
of role models.
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Role models:

The conventional wisdom is that girls don’t aspire to CEP careers because of the absence of role models,
specifically female role models. As shown in Table 8.2, women are only 15% of the engineering workforce, so
girls look at people in those jobs—perhaps in TV programs or brochures about engineering careers—and
think, “I don’t belong here.” End of story, end of aspirations.

Following from this reasoning, many programs have been launched to expose girls to female role models in
the sciences. The programs include presentations to middle school and high school girls, camps for girls, and
websites targeted at encouraging girls (Cheryan et al., 2013). Many of the initiatives involve one-time
exposure to a female role model. As scientists, we must ask: Are these programs effective? Many are not
evaluated rigorously, so it is difficult to tell. But if the interventions were effective, we would have seen an
increase in women in CEP majors and jobs over the last 10 to 15 years and we haven’t, so there is reason to
suspect that these well-intentioned efforts are not working.

One of the flaws in these interventions may be that they expose girls to stereotypical role models, and girls
(and many boys as well) are turned off by those role models, not by the field itself. For example, computer
scientists are stereotyped as being socially awkward, lacking in relationship skills, and obsessed with
technology (Cheryan et al., 2013). In one study, undergraduate women who were not computer science majors
met a role model who they were told was a computer science major. With a 2-by-2 experimental design, the
role model was either a man or a woman and was either stereotypical for computer science or not
stereotypical. The stereotypical role model reported hobbies such as video games, watching anime, and
programming, and favorite magazine as Electronic Gaming Monthly. The nonstereotypical role model reported
hobbies such as playing sports, hanging out with friends, and listening to music, and favorite magazine as
Rolling Stone. After the participant and role model interacted, the participant completed a number of rating
scales; they also completed the scales again 2 weeks later. The results indicated that exposure to the
stereotypical role model reduced women’s interest in computer science and their sense of belonging in the
field, and the effects lasted for 2 weeks. Interestingly, gender of the role model made no difference—it was the
stereotypicality that had the effect.

Overall, then, women may be less interested in CEP fields in part because they do not see women in those
fields, but also because of unattractive stereotypes about people who work in the fields, regardless of gender.
This research also connects to the lack-of-interest explanation described earlier.

Self-expressive value systems:

This explanation puts the underrepresentation of women in CEP into a cultural, cross-national context. In the
United States, we believe that you should work at a job that you love and feel passionate about. This approach
is termed a self-expressive value system (Charles & Bradley, 2009). In a global context, that’s a very privileged
approach. In many other, less wealthy nations, the goal is to find a job that will support you (and your family).
Love for the work would be a remote luxury.

In a study of 44 nations, the results indicated that there was actually more gender segregation in the workforce
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in the more economically developed nations (Charles & Bradley, 2009). That is, women were in more gender-
stereotypical occupations in wealthier nations than in less wealthy nations. For example, women are found
more often in engineering in Bulgaria and Colombia than they are in the United States and Canada.
Engineering pays well, and in nations such as Bulgaria and Colombia, pay and job security may be far more
important than whether you find it interesting or you love it.

Ironically, our American emphasis on individual preferences and finding a job that you love may be a factor in
keeping women in traditional, female-dominated jobs and out of CEP jobs.

Stereotypic attribution bias:

How do we explain setbacks that a person may experience in their career? To what do we attribute the
setback? When people are told about a situation in which a woman has a setback in a STEM field, they tend
to attribute it to internal causes such as her lack of ability; when people hear about a man encountering a
setback in a STEM field, they tend to attribute it to external factors such as not getting enough sleep
(LaCrosse et al., 2016). The problem is that the internal attributions imply that the woman is probably not
going to make it in STEM (she just doesn’t have the ability), whereas the external attributions for men mean
that they can make it; they just have to try again. This attribution bias can be held both by women in STEM
fields and by powerful others in their environment. If a woman in a STEM field has this bias, she is likely to
give up on STEM when she encounters a setback—and everyone encounters setbacks. And if powerful others,
such as her graduate school adviser or her boss, have this attribution bias, if she has a setback, they are likely to
believe that she won’t be successful in STEM. These attribution biases need to be identified and questioned.

The belief in geniuses:

In some fields, the top people are considered geniuses. We think of math geniuses, for example, but perhaps
not biology geniuses. Women are underrepresented in the “brilliance-required” STEM fields: math and
physics. There is another field in which women are seriously underrepresented, and it is in the humanities:
philosophy. Interestingly, it is also a field in which there is a belief that brilliance or genius is necessary for
success. One study found that the belief in field-specific brilliance among people in the field correlated, across
30 fields, with female representation in the fields, and the correlation was substantial and negative, r = –0.60
(Leslie et al., 2015). That is, the more that people in the field believe that brilliance (raw, innate talent) is
required in their field, the smaller the number of women. This same study also found a substantial negative
correlation between beliefs in brilliance in fields and African Americans’ representation. Just as women are
stereotyped as not brilliant, so, too, are African Americans.

Distressingly, these stereotypes about gender and brilliance appear early. At age 6, girls are less likely than
boys to believe that members of their gender are “really, really smart” (Bian et al., 2017).

This “brilliance required” effect might reduce the representation of women in those fields in two ways. First, it
might discourage women themselves from entering the field, because women are less likely to see themselves
as brilliant geniuses than men are. Second, powerful people in the field may not encourage aspiring women
students because the powerful people believe that women don’t have the necessary brilliance.
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Which explanation is correct? The answer is that probably all of these factors play a role except the belief that
women can’t do math, which isn’t supported by the data showing gender similarities in math performance.
The cumulative effects of all these factors can produce big effects. And it may be that some women, along
their career paths, encounter one or several of these obstacles and other women encounter others.

An Intersectional Approach to the Gender Gap in STEM

Much of the research on gender and STEM has been done with college samples, and therefore with mainly
White samples. Let’s consider the intersection of gender and ethnicity. Are the same gender–STEM patterns
found with other ethnic groups? In one large study of college students across multiple universities, African
American women had a higher rate of participation in STEM majors than European American women did
(O’Brien et al., 2015). In another study, implicit stereotypes about gender and STEM were weaker among
African American college women than they were among European American college women (O’Brien et al.,
2015). We need research of this type with other U.S. ethnic groups, but the study suggests that some of our
thinking about gender and STEM could be limited to Whites.

Interventions to Close Gaps in STEM

Based on research and theories, social psychologists have pioneered a number of interventions designed to
close gender gaps, as well as race and social class gaps, in STEM fields. Here we will consider two categories
of interventions: values affirmation and utility value.

One set of interventions is based in stereotype threat theory (discussed in Chapter 3). These interventions are
called values affirmation interventions and are based on the idea that if an underrepresented or at-risk group
feels threatened about underperforming in an academic setting, that sense of threat can be offset by having the
students affirm their own personal values through writing assignments (Lazowski & Hulleman, 2016). In one
study on gender gaps, students in a college physics course were randomly assigned to the affirmation condition
or control (Miyake et al., 2010). Those in the affirmation condition selected their most important values from
a list provided by the researchers (e.g., relationships with friends and family, gaining knowledge) and wrote an
essay about why those values were important to them. They repeated the exercise again 2 weeks later. Those
in the control group wrote an essay about their least important value. On exam scores in the physics course,
the gender gap in the control condition was substantial, with men performing better (d = 0.93); in the
affirmation condition, the gender gap was small (d = 0.18). That is, the intervention was successful in reducing
the gender gap in performance in a college physics class. It also suggests that stereotype threat is a major factor
in producing the gender gap in physics.

Another approach is based in Eccles’s expectancy-value theory, discussed earlier in this chapter. The
interventions, called utility-value interventions, tackle the value part of expectancy-value theory. The idea is
that, by writing about the utility value or usefulness of the material they are studying, students will become
more motivated (Lazowski & Hulleman, 2016). One study focused on social class and race gaps in
performance in a college biology course (Harackiewicz et al., 2016). The social class gap refers to the gap in
performance between first-generation college students (FG; neither parent has a college degree) and
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continuing-generation college students (at least one parent has a college degree). The race gap refers to the
gap in performance between White students and those who are from underrepresented minority groups
(URM: African American, Latinx, and American Indian). Students in the utility-value condition wrote essays
about the relevance or usefulness of course material, whereas those in the control condition wrote essays
simply summarizing the material. In the control condition, the gap between FG-URM students and
continuing-generation White students was large (d = 0.98). The good news is that the intervention reduced
the gap substantially, by 61%. Why didn’t the intervention erase the gap completely? Doubtless there are
many other factors that contribute to the gap in performance between FG-URM students and continuing-
generation majority students, such as high school quality and preparation. We may not be able to close these
gaps completely by the time students reach college, but we can at least reduce the size of the gap and help
more students be successful.

Overall, then, researchers can use theories such as stereotype threat (Chapter 3) and expectancy-value (this
chapter) to design interventions to close gender gaps in STEM as well as race and social class gaps.

Experience the Research: Gender and Computers

This exercise has two parts:

1. Visit a local store that sells computer games. Examine 10 games that are currently being sold. Based on the information on
the packages and what you know about the games, classify each game as male oriented, female oriented, or neutral. To do
this, you will have to specify your criteria for each of these categories. For example, you might decide that any game that
involves violence is male oriented. Or you might say that any game that has only boys on the packaging is male oriented.
Specify your criteria clearly and write them down. If there is not enough information on the package to classify a game, ask a
salesperson in the store to give you more details about it.

Overall, what were your findings? What percentage of the games were male oriented? Female oriented? Neutral? What are
the implications of your findings?

2. Find out whether the local high school has an after-school computer lab. If it does, visit the lab twice to make observations.
On each occasion, count the number of male-appearing students, female-appearing students, and trans-appearing students
who are there. Next, observe the computer activity in which each student is engaging, such as playing a game (what kind of
game?) or programming.

Do the boys’ computer activities differ systematically from the girls’? What about the trans-appearing students? Do there
seem to be power dynamics in the lab, with some people dominating over others? What is the gender pattern of those power
dynamics?

Chapter Summary

There are no gender differences in general intelligence. When we look at more specific abilities, we find no gender difference in
verbal ability or mathematical ability, but a moderate gender difference favoring boys and men in 3-D spatial ability. Some aspects of
athletic performance show large gender difference beginning in puberty.

Eccles’s expectancy-value theory posits that, to be motivated to take on a challenging task (for example, majoring in engineering in
college), a person needs to have an expectancy of success and needs to value the task (for example, seeing it as useful or interesting).
The expectancies and values that a person has about a particular task are, in turn, shaped by many forces, such as socializers’ beliefs
and feedback that the student has received in the form of standardized test scores or grades in school. Gender may enter into any of
these processes. For example, parents have higher expectancies of math scores for sons than for daughters.

For school achievement, girls get better grades than boys at all grade levels and in all subjects. Some of these patterns of similarities
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and differences vary by ethnic group in an intersectional analysis.

For occupational achievement, women have gained much in the last several decades in entry into some prestigious occupations such
as medicine, veterinary medicine, and law. However, women remain a small minority in engineering.

There is a gender gap in STEM, particularly in computer science, engineering, and physics, where women are seriously
underrepresented. Explanations for the gap include women lacking interest, women being unable to do the necessary math (not
supported by the data), hostile environments and discrimination in these fields, lack of role models, self-expressive value systems,
stereotypic attribution bias, and the belief in geniuses combined with the belief that geniuses are men.

Suggestion for Further Reading

Rivers, Caryl, & Barnett, Rosalind C. (2015). The new soft war on women: How the myth of female ascendance is hurting women, men—
and our economy. New York, NY: Penguin. Journalist Rivers and psychology researcher Barnett team up to document the subtle
biases and barriers to women that persist, despite the great strides that women have made in recent decades.
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Chapter 9 Gender and Work

Outline

1. Pay Equity and the Wage Gap
a. The Motherhood Penalty
b. Occupational Segregation
c. Compensation Negotiation

Focus 9.1: Psychology and Public Policy: Employment Discrimination in the United States
d. Entitlement
e. Implicit Stereotypes

2. Gender Discrimination and Workplace Climate
a. Gender Discrimination in Job Advertisements
b. Gender Discrimination in the Evaluation of Work
c. Workplace Climate

3. Leadership and the Glass Ceiling
a. Leadership Effectiveness and Gender Role Congruity
b. Are We Making Any Progress?

4. Work and Family Issues
a. Work and Women’s Psychological Well-Being

Focus 9.2: Psychology and Public Policy: Family Leave
b. The Second Shift

Experience the Research: Entitlement
5. Chapter Summary
6. Suggestions for Further Reading

The majority of American women hold paying jobs. Among women between the ages of 25 and 54, 71% of
White women and 69% of Black women hold jobs (Bureau of Labor Statistics, 2010). The working woman,
then, is not a deviation from the norm; she is the norm. Women today constitute 47% of the American labor
force—very close to half—compared with 29% in 1948 (White House Council of Economic Advisers, 2016).

Pay Equity and the Wage Gap

In 1960, American women earned about 61 cents for every dollar American men earned (U.S. Census Bureau,
2016d). While that gap has decreased in the decades since, we have not yet achieved pay equity: today, women
earn about 80 cents for every dollar men earn (U.S. Census Bureau, 2016d). This gender gap in wages is larger
in the United States than it is in many developed nations, including Norway, Hungary, Italy, and New
Zealand (White House Council of Economic Advisers, 2016). And this gap gets larger over the course of
women’s careers. The wage gap occurs despite the fact that, on average, women are actually better educated
compared with men.
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An intersectional perspective demonstrates that the gender gap in wages is also linked to ethnicity. Table 9.1
shows median annual earnings as a function of both gender and ethnicity as well as the gender gap in wages
within each ethnic group. These statistics clearly demonstrate that, within every ethnic group, women earn
less than men. Yet the size of the wage gap varies across ethnic groups: It is largest among White Americans,
and smallest among African Americans. Note, also, the highest paid group—Asian American men—earns
nearly twice as much as the lowest paid group—Hispanic/Latina women. In sum, pay inequity exists in each
group, but it’s most severe among Hispanic Americans.

Wages also vary at the intersection of age and gender, such that the wage gap is smallest among younger
adults and largest among older adults (Joint Economic Committee Democratic Staff, 2016). What appears to
happen is that, over time, small or minor discrepancies in wages accumulate, such that they are negligible
among younger adults but grow over decades of work. The wage gap is significant beginning at about age 35.
This wage gap is a serious concern for older adults, who are often on fixed retirement and social security
income (which are determined largely by how much they earned in previous years). Older women are more
likely than older men to live in poverty.

The Motherhood Penalty

What is behind the wage gap? One factor that seems to contribute to the wage gap is women’s family roles
and responsibilities. Although heterosexual marriage and children raise the amount of household work for
both women and men, the effect is much greater for women (a point we will return to in the section on work
and family issues). In particular, there is a motherhood penalty in wages, such that women’s lifetime earnings
are reduced by having children, typically by about 5% to 10% for each child (Budig & Hodges, 2010; J. R.
Kahn et al., 2014). By contrast, fatherhood generally does not carry such a wage penalty; indeed, there is
evidence of a fatherhood bonus (e.g., Budig, 2014; Evers & Sieverding, 2014)!

Motherhood penalty: The reduction in women’s lifetime earnings that result from having children.

The reduction in women’s earnings is partly due to behaviors such as taking time off from work after the birth
of a child, cutting their education short, working jobs with more flexible hours, and working fewer hours
because of caregiving responsibilities. These are all things that women are more likely than men to do.

Source: Data from U.S. Census Bureau (2016c). Table created by Nicole Else-Quest.
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The wage gap is women’s earnings as a percentage of men’s earnings.

For example, to be a successful partner in a law firm or to earn tenure as a college professor requires
considerably more than 40 hours of work per week—often 60 to 80 hours. Some (though certainly not all)
women in this situation may choose not to commit to the extra hours, because they want to spend them with
their family or because family commitments simply prevent working beyond 40 hours per week. These women
then work in the less well-paid and less prestigious levels of their occupations—lawyer but not partner,
lecturer but not tenured professor. There is much questioning of why women’s family responsibilities should
interfere with their job advancement when men’s do not.

Photo 9.1 A motherhood penalty for her and a fatherhood bonus for him? Family roles and responsibilities, as
well as child care and family leave policies, contribute to the wage gap.

©iStockphoto.com/monkeybusinessimages.

The motherhood penalty is greatest for women who have three or more children and for women who have
their children at younger ages (Kahn et al., 2014). An intersectional analysis suggests that women in low-wage
work may also experience a more severe motherhood penalty (Budig & Hodges, 2010).

What can be done to reduce the motherhood penalty? Cross-national research suggests that affordable child
care is crucial. A study of women in 13 European countries found that the motherhood penalty in wages was
reduced in countries with publicly funded child care (Abendroth et al., 2014). The researchers concluded that,
when women have improved access to child care, there is less of a need for them to leave their jobs or work
fewer hours in order to take care of their children.

Of course, the motherhood penalty in wages may also stem from discrimination in the workplace. Employers
might discriminate against mothers, something that is illegal but difficult to prove. We will return to the topic
later in this chapter.

Occupational Segregation

Another clear factor contributing to the wage gap is occupational segregation. Most occupations are
segregated by gender. Very few jobs are held by equal proportions of men and women. Table 9.2 lists women’s
share of a variety of occupations in the United States and how that share has changed in recent decades.
Notice that most occupations are highly segregated by gender, with 90% or more of the workers coming from
one gender. Men dominate as airline pilots, auto mechanics, carpenters, and welders. Women dominate as
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child care workers, dental hygienists, and registered nurses. Only a few occupations come close to a 50-50
gender ratio: bus drivers, editors and reporters, and college and university teachers.

Beyond the problem of the wage gap, occupational segregation remains a critical issue for other reasons. The
stereotyping of occupations severely limits people’s thinking about work options. A man might think himself
well suited to being a registered nurse or a woman might love carpentry, but they are discouraged from
following their passions because certain occupations are not considered appropriate for them because of their
gender (see Chapter 8).

Occupations are segregated by race/ethnicity as well, and this segregation has numerous consequences. For
example, in one study Black children 6 to 7 years of age were told about fictitious occupations, and people
with those jobs were shown as either only Black, only White, or some from each (Bigler et al., 2003). The
children then rated the status of the occupations. Jobs that had been shown as being done only by White
people were rated as higher in status than jobs shown as being done only by Black people, with ratings for
mixed-race jobs rated in between. This experiment provides powerful evidence that Black children have
learned that Black adults generally hold lower-status occupations, and they generalize this principle even to
fictitious occupations.

Sources: Data from Bureau of Labor Statistics (2016); Costello & Stone (2001).

Economists estimate that about 51% of the wage gap is due to occupational segregation (White House
Council of Economic Advisers, 2016). Occupations that are predominantly held by women are almost
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invariably low paying.

Yet even when men and women work side by side in similar jobs, the wage gap persists (White House
Council of Economic Advisers, 2016). For example, about equal numbers of men and women work as
financial managers, but women in those jobs make only 65 cents for every dollar men make (Bureau of Labor
Statistics, 2016). So occupational segregation is only one part of the puzzle.

It was the recognition of the gender gap in wages, and the fact that it was partly due to occupational
segregation, that led to the concept of comparable worth. Comparable worth is the principle that people
should be paid equally for work in comparable jobs—that is, jobs with equivalent responsibility, educational
requirements, level in the organization, and required experience. As an illustration of the importance of
comparable worth, in one state both liquor store clerks and librarians are employed by the state government.
Liquor store clerks are almost all men, and the job requires only a high school education. Librarians are almost
all women, and the job requires a college education. But in this state, liquor store clerks are paid more than
librarians. The principle of comparable worth argues against this pattern. It says that librarians should be paid
at least as much as, and probably more than, liquor store clerks because librarians must be college graduates.
Several states have enacted comparable worth legislation, stating that at least all government employees must
be paid on a comparable worth basis. This requires extensive job analyses by industrial/organizational
psychologists to figure out which jobs have equivalent requirements in terms of responsibilities, education, and
so on, regardless of gender. Preliminary results in states that have legislated this principle are promising, and it
turns out not to be terribly expensive for employers to pay on a comparable worth basis. Federal laws have also
been passed to ensure equal pay for equal work (see Focus 9.1).

Comparable worth: The principle that people should be paid equally for work that is comparable in responsibility, educational
requirements, and so forth.

Photo 9.2 Many jobs are segregated by gender.

©iStockphoto.com/FatCamera & ©iStockphoto.com/g-stockstudio.

Compensation Negotiation

Another cause of the wage gap that has been proposed has to do with wage negotiation; that is, maybe women
are paid less because they don’t negotiate for higher pay as well as men do. This proposal may strike you as yet
another female deficit explanation that blames women for being paid less than men, but let’s consider the
evidence.
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A recent meta-analysis examined gender differences in economic negotiation outcomes, analyzing data from
studies that measured how successful people were at negotiating different economic outcomes, including
salary (Mazei et al., 2015). Participants included undergraduate and graduate students as well as
businesspeople. The overall effect size was d = 0.20, a small gender difference, indicating that men achieved
somewhat better economic outcomes than women in negotiation situations. As is often the case, however, the
size of the gender difference depended on context. Moderator analyses showed that gender differences were
reduced when negotiators had experience with negotiation or when the negotiators were given information
about the bargaining range (for example, information about the aspects of the situation that were negotiable).
In other words, the more negotiators knew about negotiation generally and about the situation specifically, the
smaller the gender difference in outcomes.

Focus 9.1 Psychology and Public Policy: Employment Discrimination in the United States

Several important pieces of federal legislation prohibit employment discrimination in actions such as unfair hiring, promotions,
wages, termination, and layoffs. Title VII of the Civil Rights Act of 1964 prohibits employment discrimination based on “race,
color, religion, sex, or national origin.” Title VII also called for the creation of the Equal Employment Opportunity Commission
(EEOC), which has the authority to investigate and, when appropriate, file lawsuits against employers for violations of these and
subsequent prohibitions against employment discrimination, including discrimination on the basis of disability, genetic information,
and age (i.e., being 40 or older).

What is particularly relevant for the psychology of women and gender is the meaning of sex in Title VII. Initially, sex referred
primarily to the status of being female (or male) and included protections for women during pregnancy and childbirth. Since then,
the EEOC has clarified that sex includes pregnancy, gender identity, and sexual orientation. Thus, Title VII affirms that, for
example, a qualified job applicant cannot be denied a job because they are pregnant, a transgender woman cannot be denied access to
the women’s restroom at work, and a lesbian woman cannot be denied a promotion for not conforming to the employer’s gendered
expectations or stereotypes. Although the EEOC defines sex in this way, legal precedent has not yet been set in the federal courts. In
other words, federal protections against discrimination on the basis of gender identity (rather than gender assigned at birth) and
sexual orientation exist only in theory, not in practice. Thus, it is uncertain the extent to which trans and nonbinary people are legally
protected from employment discrimination under Title VII. Some states provide protections, but in most it is perfectly legal to fire
someone for being trans, queer, or gender nonconforming.

Photo 9.3 President Barack Obama signed the Lilly Ledbetter Fair Pay Act of 2009 into law. The law states that the 180-day statute
of limitations for employees to sue for wage discrimination resets at each paycheck.

Retrieved from the White House Archives.

Other legislation has focused specifically on the issue of pay equity between women and men. For example, the 1963 Equal Pay Act
requires that people be paid the same wages for the same job, regardless of their gender. Yet it falls short of the standards set by the
principle of comparable worth because it requires that, for gender-equal pay, the jobs must be identical, not merelycomparable.

More recently, the Lilly Ledbetter Fair Pay Act of 2009 made it easier for targets of wage discrimination to sue their employers for
violating Title VII, in that it clarified that the 180-day statute of limitations for employees to sue for wage discrimination resets at
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each paycheck. The law was named after Lilly Ledbetter, who filed a pay discrimination claim with the EEOC and sued her
employer, Goodyear Tire Company, for being paid less than her male counterparts. Ledbetter worked as a manager at Goodyear for
19 years and filed her lawsuit 6 months before her retirement in 1998. Initially, her pay was similar to that of men in her position,
but over time a substantial wage gap developed, which also negatively affected her social security and eventual retirement income.
Her claim was ultimately denied in 2007 by the U.S. Supreme Court in Ledbetter v. Goodyear Tire and Rubber Co. solely on the
grounds that more than 180 days had passed since the discrimination started. In other words, before this law was passed, a person
might be discriminated against for many years but have no grounds for legal action because the statute of limitations had run out 180
days after the first unfair paycheck. This statute of limitations is unrealistic in most cases. In the dissenting opinion, Justice Ruth
Bader Ginsburg acknowledged that it is often difficult for employees to identify when pay discrimination has occurred:

Pay disparities often occur, as they did in Ledbetter’s case, in small increments; cause to suspect that discrimination is at work
develops only over time. . . . It is only when the disparity becomes apparent and sizable, e.g., through future raises calculated as
a percentage of current salaries, that an employee in Ledbetter’s situation is likely to comprehend her plight and, therefore, to
complain. (pp. 2–3)

That is, discrimination in pay might occur in small increments, with minor raises here and there that accumulate to a major disparity
over time. Moreover, in most jobs, people don’t know how much their coworkers make, so it may not be immediately obvious to a
woman when she is being paid less than her male counterpart.

The EEOC also handles claims of sexual harassment in the workplace, a topic we discuss in Chapter 14. For more information
about the EEOC and employment discrimination, visit https://www.eeoc.gov/.

In one field experiment, researchers published two versions of a job ad: both versions offered the same wage,
but one version said the wage was negotiable and the other version was ambiguous about the possibility of
negotiation (Leibbrandt & List, 2015). The researchers measured how many men and women applied for the
job and whether the applicants initiated wage negotiations. When ads were ambiguous about whether wages
were negotiable, fewer women applied for the jobs and, when they did, they were less likely to initiate wage
negotiations. By contrast, when ads explicitly said that wages were negotiable, more women applied and the
gender difference in initiating wage negotiation was eliminated. Again, the context of having more
information—such as whether a salary is negotiable—can significantly change outcomes related to the wage
gap. Employers would be wise to consider this information when writing their job ads.

In sum, the evidence indicates that, while men tend to negotiate better, this difference is small and, well,
negotiable. A logical extension of these findings, then, would seem to be this: We need to teach girls and
women how to negotiate for higher pay. But before we jump into salary negotiation workshops, let’s
reconsider the concern about female deficit interpretations and dig deeper into this pattern. Why do women,
on average, negotiate for higher pay less effectively than men do?

There is evidence suggesting that, for women, salary negotiation comes with a price that goes beyond wages.
Negotiating for higher pay involves expressing confidence about one’s ability to do the job well and advocating
for one’s financial worth. These behaviors are consistent with the male role, which demands self-confidence,
personal agency, and being a breadwinner. By contrast, these behaviors are at odds with the female role
requirements of being modest and putting the needs of others ahead of one’s own needs. Thus, women tend
to be more reticent to negotiate for higher pay because of the social backlash for doing so (Amanatullah &
Morris, 2010; Bowles & Babcock, 2012; Rudman & Glick, 1999). Suppose Alicia is offered a job and she
negotiates for higher pay, violating her gender role and others’ expectation that she should be modest and
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simply grateful for whatever is offered to her. The social backlash to Alicia’s effective self-advocacy would
involve negative evaluations of her interpersonal qualities. In short, Alicia’s new boss and colleagues may
perceive her as aggressive, out for herself, and overconfident. Who wants to start a new job under those
conditions? For many women, the risk of alienating coworkers is greater than the benefit of higher pay,
particularly if the opinions of those coworkers are important for job advancement.

Social backlash: Negative evaluation of someone for violating the norms of their gender role.

Women aren’t imagining this risk: The research evidence supports the existence of a social backlash in the
workplace (e.g., Bowles et al., 2007). A meta-analysis of the social backlash examined penalties for expressions
of dominance, assertiveness, or agentic behavior and found that expressing dominance reduces women’s
hirability considerably more than it does men’s, d = –0.58 (M. J. Williams & Tiedens, 2016). Moreover,
making explicit or direct demands for a raise or better job benefits has a more negative effect on women’s
likability than on men’s, d = –0.28. In many cases, then, it seems that women (but not men) must choose
between better pay and being liked by their coworkers.

Remember that a feminist perspective always involves finding a path forward, a way to make things more
equitable and just. Therefore, feminist researchers have focused their efforts on devising strategies that
improve women’s pay negotiation effectiveness while avoiding the social backlash for gender role violations
(e.g., Bowles & Babcock, 2012; Heilman & Okimoto, 2007). These strategies often involve women conveying
their communal traits—such as interpersonal warmth and concern for the well-being of others—during the
negotiation process, which reduces the perception that they are violating their gender role.

Entitlement

A related factor that may contribute to gender differences in salary negotiation is entitlement. Entitlement
refers to the individual’s sense of what they should receive (e.g., pay) based on who they are or what they’ve
done. If a woman thinks she is entitled to better pay, she’s more likely to ask for it. A number of studies have
demonstrated that, relative to men, women have a lower sense of entitlement to pay for their work (Hogue &
Yoder, 2003; Major, 1994).

Entitlement: An individual’s sense of what they should receive (e.g., pay) based on who they are or what they’ve done.

What drives this gender difference in entitlement? Social psychologist Brenda Major (1994) developed a
theory that explains how social structural factors and psychological factors interact to perpetuate the wage gap.
The process begins with inequalities in the social structure in the United States, such as occupational
segregation by gender, the chronic underpayment of women and of women’s work, and the lack of equal
opportunities for women. These inequalities in the social structure then lead women and men to have
different standards of comparison—that is, standards against which they compare their own pay when
deciding whether it is equitable. The result is that women compare their pay with that of other women and
with others in their typically female-dominated occupation. Women see other women and those in their own
occupation as the appropriate comparison group because of a proximity effect—that is, those are the people
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who are around them and about whom they have information. The average administrative assistant is unlikely
to have information on what electricians earn. Self-protective factors may also play a part. An underpaid
female librarian who is a college graduate may not want to know what a male high school graduate working in
a skilled trade earns. It will just make her feel bad. Her tendency will be to compare her pay with that of other
female librarians, and then she won’t be doing so badly.

Cartoon 9.1

Public domain

These gender differences in standards of comparison then have a great impact on women’s and men’s
perceptions of their entitlement to pay. Many women do not feel entitled to high pay for their work in the
way that men do because (a) their pay is reasonable relative to those with whom they compare themselves, (b)
their pay is reasonable compared with their own past pay, and (c) their pay is reasonable according to what is
realistically attainable given restricted job opportunities for women.

The result is that women have less of a sense of entitlement to high pay than men do. This in turn leads them
to tolerate wage injustice. Another consequence is that others come to believe that women will settle for less
in pay, precisely because many women do, leading to further bias in setting wage rates. And so the cycle
continues.

What evidence is there to support this theory? Many experiments have been conducted testing various aspects
of it, and virtually all of them support it. In one study (O’Brien et al., 2012), female and male undergraduates
were given 20 minutes to circle every letter e they could find in a legal document. In a self-report measure of
entitlement, participants were asked to report how much they thought they deserved to be paid for their work.
The researchers also measured entitlement by observing the participants’ behavior. Participants were initially
paid $8 for the work, and they were also given the option of awarding themselves bonuses. Participants paid
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themselves bonuses privately from an envelope containing $5. The gender differences were striking: Not only
did men report that they deserved higher pay than did women (d = 0.75), but they also paid themselves higher
bonuses (d = 0.63). Yet, compared with men, women actually completed more work and did so with greater
accuracy! Thus, men’s greater entitlement couldn’t possibly have resulted from doing superior work.

As we noted in Chapter 1, we must be careful of interpretations of these phenomena, so that this theory does
not become another female deficit model. One interpretation is that women have a low sense of personal
entitlement compared with men—that is, that women have a deficit in their sense of entitlement. The other
possible interpretation is that men have an inflated sense of entitlement—a sense that they are entitled to
more than they are worth. An inflated sense of entitlement characterizes many dominant groups, including
men, White people, and people from upper social classes (O’Brien & Major, 2009). In an interesting twist,
researchers have been able to manipulate men’s (but not women’s) sense of entitlement by priming their belief
in meritocracy (O’Brien et al., 2012). That is, members of dominant groups feel more entitled when they’re
reminded of beliefs that justify or seem to legitimize the systems of inequality that perpetuate their
dominance. Yet this effect does not occur for members of subordinate groups.

Photo 9.4 How can women feel entitled to higher pay and effectively negotiate for a fair wage while avoiding
the social backlash for violating their gender role?

©iStockphoto.com/asiseeit.

The research on entitlement is an excellent example of the ways in which social structural factors, such as the
gender segregation of occupations, are linked to psychological processes, like sense of entitlement, to create
gender bias.

Implicit Stereotypes

New research points to another factor that may be behind the wage gap: implicit stereotypes. In Chapter 3 we
discussed implicit stereotypes, or learned, automatic associations, and how they are measured with the Implicit
Association Test (IAT). Researchers have used the IAT and uncovered automatic associations between the
category of “male” and the category of “rich” (Williams et al., 2010). That is, people may possess implicit
stereotypes that men (not women) may be rich. Moreover, when the participants in this study were asked to
estimate the salaries of men or women in different occupations, they tended to estimate higher salaries for
men than for women. This tendency to overestimate men’s salaries was linked to the participant’s implicit
stereotypes.
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Other studies have found that implicit stereotypes about gender and leadership are linked to the evaluation of
women’s and men’s work (e.g., Latu et al., 2011). This research points to another layer of psychological
factors that may contribute to the wage gap. Recall that implicit stereotypes are not conscious; thus, a manager
may believe they are fair and equitable in determining salaries or wages, but their implicit bias may still lead
them to make unfair decisions. Still, conscious forms of bias and discrimination may also contribute to the
wage gap.

Gender Discrimination and Workplace Climate

Gender discrimination in the workplace may take several forms, including gender discrimination in job ads, in
hiring decisions, in pay, and in the evaluation of work, as well as phenomena such as the glass ceiling. Sexual
harassment is also a tool of sexism in the workplace, but we will discuss that in the context of gender-based
violence in Chapter 14.

Gender Discrimination in Job Advertisements

Often, the first step in the employment process is the job ad. There is a long history of gender discrimination
at that initial stage. For many years, newspapers published job ads in two sections distinguished by gender:
Jobs for Men and Jobs for Women. The Jobs for Women were largely clerical and invariably low-paying. Women
were explicitly told that they should not bother applying for the higher-paying jobs reserved for men. It was
old-fashioned sexism, and today it’s shocking. The courts then ruled that it was illegal to advertise jobs for just
one gender and newspapers switched to having a single section of job ads.

Yet today we grapple with the subtle ways of modern sexism, which is just as inequitable yet often more
difficult to identify. For example, job ads often include gendered wording. One study found that ads for male-
dominated occupations contained significantly more masculine words (e.g., leader, competitive, dominant;
Gaucher et al., 2011). In follow-up laboratory experiments, the researchers asked participants to read job ads
that were identical except for masculine or feminine wording. For example, in the ad for a real estate agent,
the feminine wording said, “We support our employees with an excellent compensation package,” whereas the
masculine wording said, “We boast a competitive compensation package.” When the ads included more
masculine words, participants estimated that there were more men in the occupation. In addition, female
participants found such jobs less appealing, largely because they felt less sense of belonging in jobs advertised
with masculine wording. That is, with masculine wording, women felt less like they belonged in that job,
compared with feminine wording. This research demonstrates how subtle forces can maintain occupational
segregation by gender and discourage women from applying for certain occupations. If we don’t think we
belong in a job, why would we apply for it?

Gender Discrimination in the Evaluation of Work

Psychologists have made important contributions to the study of gender discrimination in the evaluation of
work over many years. For example, a classic experiment demonstrated that even when a woman’s work was
identical to a man’s, her work was judged to be inferior to his (Goldberg, 1968; replicated by Pheterson et al.,
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1971). Participants read and evaluated essays written either by a male author (e.g., John T. McKay) or a
female author (e.g., Joan T. McKay). The essays were identical except for the names of the authors. Results
showed that essays by male authors were rated more highly than essays by female authors, even when the topic
of the essay was traditionally feminine (e.g., dietetics). In other words, the work of a man was judged better
than that of a woman, even when the work was identical in quality.

Since that classic experiment, several meta-analyses of similar experiments have been conducted (e.g., Davison
& Burke, 2000; Koch et al., 2015; Swim et al., 1989). In general, these meta-analyses have found little
evidence of bias in the evaluation of women’s work. For example, the most recent meta-analysis reported an
average effect size of d = 0.08, indicating that men’s work was given slightly higher ratings than women’s
work, but the d was so small that we could say it was zero (Koch et al., 2015). Notice that—in contrast to
other meta-analyses we have reported, in which d reflected the difference between the performance of men
and the performance of women—here the effect is for the difference between evaluations of work with a man’s
name on it and evaluations of work with a woman’s name on it. The effect size d, in this instance, is a measure
of the extent of gender bias or discrimination.

Wouldn’t it be satisfying to say that women’s work is evaluated fairly and that gender bias is no longer a
problem? Yet, as is often the case, the moderator analyses reveal complexities in the data and tell us that there
is much more to this story (Koch et al., 2015). For example, the gender bias was greater in jobs that were
male-dominated (e.g., police officer) than in jobs that were female-dominated (e.g., teacher), d = 0.13 versus d
= –0.02. That is, gender bias depended on whether the job appeared congruent with the gender role of the
applicant or employee. In addition, men tended to have more gender-biased ratings than women did.

Another layer of complexity in the data was that gender bias depended on how much information the rater
had about the applicant or employee. For example, when raters were given only a small amount of information
—maybe just a male or female name—there was more gender bias (favoring men) than when raters were given
more information (Koch et al., 2015). This is consistent with a general finding in social psychology that
people stereotype others less the more they know about them.

Yet an important limitation in these meta-analyses was that nearly all the studies reviewed were laboratory
experiments with college students serving as the raters. In short, the studies do not directly measure what
really matters: Gender discrimination in the actual evaluations of real work done by real people. Such
experiments don’t tell us about gender bias and discrimination in the evaluations conducted by supervisors, by
people actually making hiring decisions, or by other powerful persons. The laboratory experiments in these
meta-analyses provide only analogies to the real situation, and for that reason they are called analog studies.
We are left wondering how much gender bias shapes real hiring decisions and whether it contributes to the
wage gap.

In Chapter 8 we described an experiment using a similar design with science faculty rating job applications for
a lab manager position (Moss-Racusin et al., 2012). That experiment demonstrated that the equally qualified
man not only was rated as more competent and hirable but also was offered a higher starting salary and more
career mentoring. Studies like this provide more reliable evidence of gender discrimination in the evaluation of
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women’s work and have alarming implications for the wage gap. In addition, because this study was conducted
with people with the power to make hiring decisions, it addressed the limitation of previous laboratory
experiments conducted with students.

Workplace Climate

The problems of discrimination and harassment have much to do with the climate of a workplace. For
example, is the climate or general environment and culture of a workplace one that promotes fair and
equitable treatment of all employees? Or is it one that permits and fosters microaggressions, indirect
aggression, and feelings of exclusion or anxiety?

Workplace climate matters for everyone’s job satisfaction, productivity, and well-being, of course, but it is a
particular concern for individuals from marginalized groups, such as sexual and gender minority groups.
While U.S. federal laws currently do not provide clear protections for members of such groups in the
workplace (see Focus 9.1), corporate America has led a shift toward more inclusive nondiscrimination policies.
For example, 91% of Fortune 500 companies explicitly include sexual orientation in their nondiscrimination
policies, and 61% include gender identity (Fidas & Cooper, 2015). In addition, many employers have
extended benefits to members of sexual and gender minority groups in an effort to recruit and retain the most
talented and qualified employees, no matter their sexual orientation or gender identity. Simply put, it’s good
business to make all employees feel valued and protected at work!

Still, more subtle aspects of the workplace climate, such as coworkers’ implicit stereotypes and
microaggressions, remain problematic for many individuals from sexual and gender minority groups. For
example, one national study surveyed lesbian, gay, bisexual, and transgender (LGBT) people and found that
more than half reported hiding their sexual orientation or gender identity in the workplace, and more than
one-third reported feeling compelled to lie about their personal lives at work (Fidas & Cooper, 2015). Yet it is
the norm across workplaces for coworkers to discuss personal topics such as their weekend plans, children, or
romantic relationships. So, while coworkers have such non-work-related conversations, members of sexual
and gender minority groups feel compelled to keep quiet or closeted. Their concerns are well founded: The
same national study found that 70% of non-LGBT respondents said it was “unprofessional” to talk about
sexual orientation or gender identity at work. A workplace climate that tolerates only cisgender, heterosexual
employees talking openly and honestly about their personal lives is one that excludes members of sexual and
gender minority groups. Whereas a workplace climate that is inclusive and accepting retains its LGBT
employees, 9% of LGBT employees surveyed said they’d left a job because the workplace climate was not
accepting. Of course, not everyone has the means to leave a job because of workplace climate.

Leadership and the Glass Ceiling

On November 9, 2016, after losing the U.S. presidential election, Hillary Rodham Clinton stated in her
concession speech, “I know we have still not shattered that highest and hardest glass ceiling, but some day,
someone will, and hopefully sooner than we might think right now.” Throughout Clinton’s presidential
campaigns in 2008 and 2016, the glass ceiling was discussed in the popular media. The term is a metaphor
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used to describe the barrier or ceiling that prevents women from advancing to the highest-level jobs, including
the presidency. Women may be promoted and move up the ranks in their company, but there is a point past
which they can’t seem to rise any further. For example, some women make it to the upper levels of
management, but don’t break into executive positions in the C-suite—they can see the highest levels through
the glass ceiling, but they can’t break through it.

Glass ceiling: Invisible barriers to the promotion of women and ethnic minorities into upper management and executive levels.

Photo 9.5 In the 2016 presidential election, Hillary Rodham Clinton won the popular vote but lost the
election, and the “highest and hardest glass ceiling” remained intact.

The Washington Post/Getty Images.

What evidence is there that a glass ceiling exists? A study of S&P 500 companies found that although 44.3%
of all employees in these companies were women, women made up only 25.1% of executives and managers
(see Figure 9.1). At the highest level of the company, less than 5% of CEOs were women. These data indicate
that the higher one goes in corporations, the fewer women (and, often, people of color) one will find. This
pattern clearly demonstrates the glass ceiling.

The glass ceiling hurts everyone. Corporations with more women at the top actually perform better than other
corporations. One study examined a sample of 353 Fortune 500 companies and found that those with the
highest representation of women in top management showed better financial performance than the companies
with the lowest representation of women (Catalyst, 2004). Breaking the glass ceiling isn’t just good for
women; it’s good for business.

Leadership Effectiveness and Gender Role Congruity

We’ve discussed how discrimination can lead to a shortage of women in leadership positions, but we should
also explore whether and how women can be successful when they reach those leadership positions. In real-
world job situations, women might be perceived as ineffective leaders, managers, and supervisors for various
reasons. One possibility is that women are truly lacking in the abilities, personality traits, interpersonal skills,
and so on that are necessary to be successful in the leadership role. Another possibility is that, regardless of
whether women are actually effective in leadership roles, they are judged or evaluated unfairly; that is, people
are biased in their evaluations of female leaders.
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Figure 9.1 Statistics on the glass ceiling: As the level at S&P 500 companies increases, the percentage of
women decreases.

Source: Catalyst (2016). Figure created by Nicole Else-Quest.

Let’s consider the evidence for these possible explanations. In regard to the first hypothesis—whether women
can do the job—research generally shows no gender differences in the actual effectiveness of leaders. Eagly
and her colleagues (1995) conducted a meta-analysis of studies of the effectiveness of leaders and found that
the magnitude of the gender difference in leadership effectiveness was d = –0.02. In other words, there was no
gender difference. Leadership effectiveness can be measured either subjectively, as when a manager’s skills on
relevant dimensions are rated by other managers, or more objectively, as when the productivity of a leader’s
group is assessed. The results were similar with subjective measures (d = 0.05) and objective measures (d = –
0.02). Still, in some situations, female leaders may be more effective than male leaders, and vice versa. When
the leadership position was consistent with the female gender role, female leaders were judged as more
effective. Similarly, when the leadership position was consistent with the female gender role, female leaders
were more effective.

The second hypothesis is that people are biased in their evaluation of female leaders. A meta-analysis of
laboratory studies evaluating women and men in leadership roles generally found little evidence of gender bias
when all other factors were controlled (Eagly et al., 1992). That is, female and male leaders were given similar
evaluations (d = 0.05). Yet this finding was qualified by leadership style: Under certain conditions women
received notably poorer evaluations. If women used an autocratic or dictatorial leadership style rather than a
more democratic and nurturant style, they received lower evaluations (d = 0.30). It may be, then, that it is not
so much a question of bias against women leaders as bias against women leaders who do not behave in a style
consistent with their female gender role. The female gender role requires that women be gentle, nurturant,
and cooperative, not assertive, confrontational, or bossy. People have trouble with autocratic, pushy women,
while men who engage in the same behaviors are not judged as harshly. This is the social backlash discussed
earlier; women’s dominant behavior is perceived negatively because it violates their gender role. These are
important findings for women as they assume leadership roles and consider the management style they adopt.

Social psychologist Alice Eagly has proposed a role congruity theory of prejudice toward female leaders (Eagly
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& Karau, 2002). The theory holds that people tend to perceive an incongruity or incompatibility between
leadership behaviors and the female gender role. This perceived incongruity in turn leads to two forms of
prejudice. First, people perceive women less favorably than men as potential occupants of leadership positions.
This gives women less access to leadership opportunities. Second, when women engage in leadership behavior,
the behavior is evaluated less favorably than the same behavior enacted by a man. One implication is that
female managers who engage in behaviors that, objectively, represent effective leadership may nevertheless be
ineffective as leaders because subordinates react negatively to that kind of behavior coming from a woman.

Role congruity theory: A theory that holds that people tend to perceive an incongruity between leadership behaviors and the female
role, and therefore are prejudiced against female leaders.

Taking an intersectional approach to gender and leadership, we must consider how race or ethnicity can shape
the evaluation of women and men in leadership positions. In some cases, being marginalized or lower status
on multiple social categories—such as being both Black and a woman—means facing double jeopardy, in
which the multiple disadvantages are combined or amplified. By contrast, sometimes the effects of low status
in one category might cancel out the effects of low status in another category. For example, we might ask what
happens when a woman of color displays agency or dominance. Is the role incongruity and social backlash to
her behavior similar to or different from that faced by White women? One study compared evaluations of
leaders at the intersection of race and gender, asking participants to rate leaders who were (a) Black or White,
(b) female or male, and (c) dominant and assertive or communal and compassionate (Livingston et al., 2012).
The participants rated the effectiveness and expected salaries of the leaders. The researchers found that White
men and Black women were rated similarly regardless of their behavior, while Black men and White women
were penalized for expressing dominance. In short, the gender role incongruity, and subsequent social
backlash, was defined differently based on race. Reflecting on the complexity of these findings, the researchers
cautioned that Black women and White women likely face some unique barriers and bias in the workplace as
well as some similar ones. In addition, because gender and racial stereotypes are intertwined, the perceived
gender role incongruity of dominance or assertiveness depends on gender as well as race (Rosette et al., 2016).
This is an exciting and important area of research as we continue to use an intersectional approach to explore
how the glass ceiling impacts women from diverse backgrounds.

Are We Making Any Progress?

Feminists have been talking about the glass ceiling for decades now. Have things gotten better? Yes and no.
Social psychologists Alice Eagly and Linda Carli (2007) have argued that barriers to women’s advancement
today are more permeable than the rigid, impenetrable barrier suggested by the glass ceiling metaphor.
Instead, they propose that a labyrinth is a more apt metaphor for women’s advancement in corporations. That
is, today women can make it to the top, but they often have to do it by navigating complex and sometimes
indirect paths, much like maneuvering through a labyrinth. Improved opportunities for women have been
created by several trends. One of these is changing definitions of leadership in corporations. The old image of
the dictator boss has, in many sectors, been replaced by an ideal of transformational leadership in which the
leader motivates and mentors employees. The dictator boss model did not work well for many women, but the
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transformational leader model does. Moreover, women are rated more highly than men on many of the
characteristics of transformational leadership (Eagly et al., 2003).

Photo 9.6 Women aspiring to nontraditional careers may face various forms of bias and discrimination; for
example, some people have difficulty recognizing a woman—especially a Black woman—in a leadership role.
This photograph shows a woman attorney and her client. When you saw the picture, did you perceive him as
being her boss?

©iStockphoto.com/kali9.

Nonetheless, the data are clear that there remain barriers preventing or hindering women’s advancement in
corporations. Progress has been slow in this area. Still, in certain fields, women have quickly risen to earn
substantial numbers of professional degrees. Some statistics from professions in which women have made
some of the greatest advances are shown in Table 9.3. Now that women are earning so many of the
professional degrees in these areas, occupational segregation will surely decrease. It is particularly interesting
to note that all of these are high-paying, high-status occupations. Education can be one of the most important
solutions to the problems women face in the workforce.

Source: Data from the National Center for Education Statistics (2016).

You may be interested in which jobs pay the best for women. The top four are pharmacists, lawyers, computer
software engineers, and physicians (Bureau of Labor Statistics, 2011b).

Work and Family Issues

The female gender role has always centered on maintaining the family and providing care to children. During
the second wave of feminism in the 1970s and 1980s, women marched into the paid workforce, adding the
responsibilities of paying jobs to their workload. Yet this all happened while women maintained their family
responsibilities. In turn, the issue of combining work and family emerged. It remains one of the most
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important social issues in the 21st century, especially for women. Work and family issues rank high on the
feminist agenda, and corporate executives realize their importance. Even the U.S. government has recognized
the centrality of this issue for families; legislation on parental leave went into effect in 1993 (see Focus 9.2).

Work and Women’s Psychological Well-Being

The average American woman today holds a full-time job while managing a household and a marriage and
raising a child or caring for an elderly relative. Is she on overload, stressed out with all her responsibilities,
prone to physical and mental illness? Or is she Supermom, able to have it all and be happy? The answer is
somewhere in between these extremes, often complicated by structural and political factors.

Social scientists have asked important questions about the effects of multiple roles (e.g., worker, spouse,
parent) on well-being. Broadly speaking, researchers in this area have taken two major theoretical
approaches(Barnett & Hyde, 2001).

One approach proposes the scarcity hypothesis, which assumes that each person has a fixed amount of energy
and that any role makes demands on this pool of energy. Therefore, the greater the number of roles, the
greater the strain on their energy and the more negative the consequences on well-being. The conclusion from
this view, then, is that as women take on increased work responsibilities in addition to their family
responsibilities, stress and negative mental and physical health consequences must result.

Scarcity hypothesis: In research on women and multiple roles, the hypothesis that adding a role (e.g., worker) creates stress, which
has negative consequences for mental health and physical health.

Photo 9.7 Work/family issues are among those at the top of the feminist agenda. Does combining work and
motherhood serve as a source of stress, or does it enhance women’s well-being?

©iStockphoto.com/monkeybusinessimages.

An alternative approach proposes the expansionist hypothesis, which assumes that people’s energy resources
are not limited and that multiple roles can have benefits for well-being. That is, just as a regular program of
physical exercise makes one feel more energetic, not less energetic, multiple roles can be beneficial. According
to this approach, the more roles one has, the more the opportunities for enhanced self-esteem, stimulation,
social status, and identity (Barnett & Hyde, 2001). Indeed, one might be cushioned from a traumatic
occurrence in one role by the support one is receiving in another role.
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Expansionist hypothesis: In research on women and multiple roles, the hypothesis that multiple roles are good for mental health
because they provide more opportunities for stimulation, self-esteem, and so on.

If the scarcity hypothesis is correct, then Maria is likely to feel stressed and overwhelmed by the demands of
multiple roles when she takes on a paying job while her child is at day care or school. By contrast, if the
expansionist hypothesis is correct, Maria is likely to feel greater self-esteem and personal fulfillment from her
multiple roles. Alternatively, it might also be true that both of these theoretical approaches have some validity.

Actual research on the effects of paid employment on women’s health paints a generally positive, but also
complex, picture (Barnett & Hyde, 2001; Perry-Jenkins et al., 2000). In general, employment does not appear
to have a negative effect on women’s physical and mental health. Actually, employment seems to improve the
health of both unmarried women and married women who hold positive attitudes toward employment. By
being employed, Maria might gain social support from her colleagues and supervisors, as well as opportunities
for success or mastery. She can develop and use different skills at work that she might not use at home, and
vice versa. Factors such as opportunities for mastery and social support seem to be important to the health-
enhancing effects of employment for women.

Of course, many women are not in such ideal situations. If Maria is underpaid relative to her male colleagues
or if she is sexually harassed by her supervisor, she probably won’t experience positive health benefits from
employment. And, as income inequality persists and grows in today’s economy, many work-family issues are
highlighted at the intersection of gender and class. For example, poor or low-income families have few choices
when it comes to finding sustainable work-family arrangements. If Maria’s job has little flexibility in hours or
a stingy leave policy, she’ll have few options when her child gets sick and needs to stay home from school.
Moreover, if Maria lacks a college education or a skilled trade, she may not have access to a better job. These
factors make it less likely that poor or low-income women will find benefits from multiple roles.

A critical factor in the relation between employment and women’s well-being is child care. If a mother cannot
find child care, or if she feels that the available sources do not offer high-quality care for her child or are so
expensive that she cannot afford them, then combining work and motherhood becomes stressful. Maria might
question the value of working if the bulk of her wages go to child care or if the child care is of poor quality.
Alternatively, if the child care she can afford is excellent, and she feels that her child is thriving while she’s at
work, then work and family roles are more likely to enhance each other.

These complexities demonstrate the importance of the quality of roles, not simply the quantity of them.
Clearly, combining multiple low-quality roles isn’t likely to help anyone. But a high-quality role that elicits
joy, pride, or happiness can make a big difference in one’s life, especially if other roles are less satisfying.

Researchers have proposed two processes by which multiple roles might contribute to our well-being in both
positive and negative ways. One such process is spillover, in which positive or negative feelings in one role
might carry or spill over into another role. For example, if Maria has a productive day at work, she might
bring feelings of accomplishment and satisfaction home with her, being in a generally positive mood when she
interacts with her child. Spillover could also be negative, such as when her child has a tantrum at preschool
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drop-off, putting Maria in a bad mood just as she starts her workday. Another possible process is
compensation, in which positive aspects or rewards from one role compensate or make up for the stresses or
costs in another role. For example, Maria’s supportive and loving relationship with her partner might
compensate for the stresses she’s been enduring at work.

Spillover: A process in which positive or negative feelings in one role carry or spill over into another role.

Compensation: A process in which positive feelings or rewards from one role compensate or make up for stresses or costs in another
role.

Focus 9.2 Psychology and Public Policy: Family Leave

In 1993, the United States passed the Family and Medical Leave Act (FMLA). Prior to that legislation, the United States was one
of only two industrialized nations in the world (the other being South Africa) that did not have a nationally legislated policy on
parental leave. Parental leave refers to leave from work for purposes of recovering from childbirth and/or caring for a newborn,
adopted, or foster child. An even broader term, family leave, also includes caring for a family member (such as an ill spouse or
parent). Medical leave refers to attending to one’s own medical condition. FMLA covers family and medical leave. Until FMLA was
passed, in all but a handful of states a woman could give birth to a baby and return to work quickly—say, a month later—only to find
that she had lost her job, and it was perfectly legal for her employer to have fired her for not working. There was an urgent need for
legislation that ensured parents the right to care for a newborn infant and know they had their jobs waiting for them; among other
things, they obviously need the income to support the baby.

FMLA requires that employers allow employees a minimum of 12 weeks of job-guaranteed, unpaid leave at the time of a birth or
adoption. FMLA has several important features to note. First, it is gender fair—that is, all parents have equal rights to take the leave,
regardless of their gender, and some couples might choose to take the leaves back to back so that the child has a parent at home with
them for a total of 24 weeks, or nearly 6 months. Yet, for most families, this isn’t feasible (as we explain below). A second feature is
that the leave is job guaranteed, which means that the employee has a right to return to the same or a comparable job (in terms of pay
and responsibilities) after their leave. A third feature is that the leave can be unpaid, at least as a minimum standard. Most couples
cannot afford to lose one member’s income for very long, if at all, and even fewer couples can afford to lose both members’ income
for any period of time. Thus, most families find it’s not feasible to take back-to-back leaves totaling 24 weeks. A fourth feature is
that the legislation sets a minimum standard. Employers can choose to be more generous. It’s like the minimum wage—if it is $7.25
per hour, employers are perfectly free to pay a highly skilled person $20 per hour; they just can’t pay anyone less than $7.25. In the
same way, employers can be more generous with parental leave. They can allow more than 12 weeks and they can provide paid leave.
Some progressive corporations have realized that it is beneficial to provide paid leave and are already doing so.

This legislation could be improved in a number of ways to support parents. Providing paid leave is a major necessary improvement.
Several states—including California, Rhode Island, New Jersey, and (starting in 2018) New York—have passed additional family
leave legislation mandating paid leave. Employers worry about how costly this would be to them, but these states have solved this
problem as Canada has, using a small payroll tax paid by employees and then administered by their disability programs. A second
improvement that is needed is to expand coverage to employees at small businesses. FMLA applies only to employers with 50 or
more employees. Women work disproportionately for small businesses, and it is important to extend the coverage to all parents.

Psychology played an important role in developing and passing FMLA. Often, as Congress considers legislation, it calls on expert
witnesses, such as psychologists, who can provide evidence on the need for the legislation and the potential impact that it might
have. Developmental psychologists had a wealth of knowledge to share. For example, decades of research with families led to the
consensus among psychologists that infants need to spend at least the first 4 months of life with a stable caregiver who can provide
consistent, sensitive, and responsive care (Brooks-Gunn et al., 2010; Zigler & Frank, 1988). This stability helps infants establish a
predictable routine with a reliable caregiver, regulate body processes like sleeping and eating, and ultimately form secure attachments
to their caregiver. Therefore, psychologists testified before Congress that legislation should provide 4 months of parental leave to
meet the important developmental needs of an infant. This expert testimony on psychological research was influential in the passage
of the bill.

If parental leave is beneficial for babies, what effects might it have for parents? Feminist psychologists immediately noticed that the
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well-being of mothers was invisible in the parental leave debate. So they conducted a large-scale research project that adds a second
focus to the psychological research: the effects of parental leave, or the lack of it, on mothers and fathers (Hyde & Essex, 1991; Hyde
et al., 1993; Hyde et al., 1995). The researchers found that, in that sample, fathers took an average of 5 days of leave and mothers
took an average of 8 weeks. The researchers studied the impact of taking a short leave (6 weeks or less) compared with a long leave
(12 weeks or more) on women’s mental health. They found that a short leave can act as a risk factor for mental health problems:
When a short leave is combined with some other risk factor such as a stressful marriage or a stressful job, problems such as
depression result. For example, women who took short leaves and had many concerns about their marriages had elevated levels of
depression, compared with women who took longer leaves or who took short leaves but had happy marriages. They also found that
many of the women in the sample wished they could have taken a longer leave than they did. The leading reason why they didn’t
take a longer leave was that they could not afford to do so. Parental leave also affected whether and how long mothers breastfed their
babies. In short, many families wanted to take parental leave, and longer leave was beneficial for families.

This research and the research of developmental psychologists on infants’ attachment needs illustrate how important psychological
research can be in framing legislation that will have an impact on most of us at some time in our lives.

Sources: Berger et al. (2005); Brooks-Gunn et al. (2010); Gale (2006); Kamerman (2000); Waldfogel (2001).

The Second Shift

In her book The Second Shift: Working Parents and the Revolution at Home, sociologist Arlie Russell Hochschild
(1989, 2012) wrote about the rewards and challenges of working while raising a family. The book is based on
her qualitative research with dual-earner couples with children—that is, two-parent households in which both
parents work. And, as with nearly all of the research on dual-earner couples, all of the couples in Hochschild’s
sample were cisgender and heterosexual. She found that most employed mothers put in a full day of work on
the job and then return home to perform a second shift of house and family work. By contrast, employed
fathers did not work a second shift.

She also described studies from the 1970s concluding that, if “work” is defined as including work for pay
outside the home plus work done in the home, then women worked, on average, 15 hours more per week than
men did (Hochschild, 1989, 2012). Thus, over the course of a year, women worked an extra month of 24-
hour days!

The problem of multiple roles for women is more than just a question of hours and quantity of roles.
Hochschild found that women were also more emotionally torn between the demands of work and the
demands of family. In addition, the second shift creates a struggle in some marriages. The wife, in many cases,
struggles to convince the husband to share the housework equally; alternatively, she does almost all of it and
resents the fact that she does. And even when husbands contribute to some of the housework, women are still
responsible for all of it. In addition, much of the work the women were doing—in particular, caring for
children and other relatives—was undervalued.

Hochschild concluded that we are living in a time of transition amid a social revolution in which gender roles
are in flux. She described this as a “stalled revolution” in which women have been catapulted into the world of
paid work even as men have not shown an analogous move into caring for children and the home
environment. In this period of transition, we have not yet arrived at stabilized new social structures that
promote and maintain gender equality.
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While Hochschild’s arguments were challenged by some researchers (e.g., Gilbert, 1993; Pleck, 1992), other
research supports her conclusions. One question is whether Hochschild adequately took account of changes
over the last few decades. Men’s contributions to family work have increased from 1970 to the present, yet the
change has been gradual and there is still not gender equity. Women have adapted, in large part, by altering
the way they spend their time. In particular, women today spend as much time with their children as they did
in the 1960s (Bianchi & Milkie, 2010). The dramatic change has been in the amount of time spent in
housework. Today, survey data show employed married women spend only 1.6 hours per day on housework,
compared with 1 hour per day spent by husbands (White House Council on Women and Girls, 2011). That
is unequal, but it hardly seems like a second shift. Overall, the gender gap in housework and child care appears
to have narrowed substantially over the past few decades (Bianchi & Milkie, 2010).

Yet these studies have largely relied on survey data, in which researchers ask people to estimate how much
time they typically spend on housework and child care each week. Such surveys are problematic for at least
two reasons: They don’t take into account multitasking (i.e., doing more than one activity at a time), and
people’s estimates of their time use in the past week are often unreliable. Another measure is to ask
participants to complete time diaries, in which they record how they use their time throughout a given day.
Time diaries are more reliable and accurate because they include more detail, can take multitasking into
account, and ask participants to remember only one day at a time.

In one longitudinal study, researchers asked heterosexual dual-earner couples to complete both surveys and
time diaries of their time spent in paid work, housework, and child care (Yavorsky et al., 2015). The
researchers were interested in how the division of labor within couples changed after having a baby, so they
asked couples to complete the measures during the third trimester of pregnancy and then again when the baby
was 9 months old. Results showed that having a baby didn’t change how much time wives and husbands spent
in their paid jobs: Before and after the birth, husbands spent about 2.5 hours more per week at work (see
Figure 9.2). However, time diaries told a different story when it came to housework and child care. Prior to
the birth, husbands and wives shared equally in their housework; after the baby arrived, wives spent 4 hours
more than husbands did on housework each week. And, compared with their husbands, wives spent nearly 8
hours more on child care each week. In other words, the birth of a child resulted in a greater workload at
home for wives and husbands, but wives did a greater share of that work. This isn’t exactly a second shift, but
it amounts to nearly 2 hours more work at home each day for women.

Some researchers have pointed out that the type of housework husbands and wives tend to do differs in terms
of when it needs to be done and how often (Hook, 2010). Routine housework is more demanding of time and
energy than nonroutine housework, and routine housework is more likely to be done by women. For example,
dinner needs to be made every night and within a particular window of time, but mowing the lawn or
changing the oil in the car can be done less often and when it’s convenient.

Figure 9.2 The division of household labor changes after the birth of a child in heterosexual dual-earner
couples.
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Source: Yavorsky et al. (2015). Figure created by Nicole Else-Quest.

Attitudes about gender roles and the importance of women’s paid employment have also changed since
Hochschild’s original work. Today, many couples aspire toward an egalitarian division of labor. Yet only about
one-third of dual-earner couples share in the paid work, housework, and child care equally (Gilbert & Dancer,
1992). An important factor for the marital satisfaction of dual-earner couples is the perception of fairness in
the division of labor (Coltrane & Shih, 2010). For some couples, equity in work does not necessarily require
equality in work.

Overall, work–family arrangements in the 2lst century have continued to evolve and are shaped by two trends:
increasing diversity in families and increasing diversity in the nature of work and workplaces (Bianchi &
Milkie, 2010). Heterosexual married couples have long been described as the norm, but there are increasing
numbers of single parents with children, cohabiting couples, queer couples, and divorced parents with
children. The research on the division of household labor in lesbian and gay couples indicates that these
couples tend to have more egalitarian arrangements than heterosexual couples (Goldberg, 2013). That is,
household tasks are divided more equally between same-gender partners, who also tend to be more attentive
and sensitive to issues of equality within their relationships. Finding the right work–family arrangements is
likely challenging across each of the diverse family arrangements in America today, but work–family
researchers have not yet studied each of these in equal depth.

In parallel, work arrangements have become more complex, in part because of the trend toward a 24/7
economy, in which some businesses are expected to be open at all hours. That trend puts increasing pressure
on employees to work in nonstandard arrangements, such as teleworking and evening shifts. And
communication and information technologies, including e-mail and texting, often presume that workers, even
when at home, are constantly available. In many of these cases, the boundaries between work and home have
become blurred, which makes spillover more likely.

Experience the Research: Entitlement

In this exercise you will investigate Brenda Major’s notion of entitlement and how it is related to the gender gap in wages.

Interview four psychology majors, two men and two women, preferably seniors. In each case, read them the following paragraph:
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Imagine that you have just graduated with your degree in psychology. You want to get some research experience before deciding
whether to go to graduate school. You manage to land a job as a full-time research assistant in the laboratory of a professor at
the University of Wisconsin. What do you think your pay would be for your first year at that full-time job? How did you come
up with that number—that is, what factors did you take into account?

Write down the gender of your respondent, their estimate of pay (be sure to get it in terms of an annual salary, not an hourly wage),
and their reasoning about the pay.

Were your results consistent with Major’s theory of entitlement? Did the men estimate higher salaries than the women? What
factors did the women take into account in deciding on the salary? Were these factors different from the men’s?

Chapter Summary

This chapter reviewed the research on how, across ethnic groups, the gender gap in wages persists and what factors might contribute
to that gap, including occupational segregation, compensation negotiation, and implicit bias. Discrimination and the climate are also
important considerations in gender equity in the workplace. The glass ceiling continues to prevent women from serving in leadership
positions, as the leadership role seems incompatible with femininity. Moreover, federal laws regarding gender discrimination and
family leave do not provide adequate protection and support for women and individuals from gender and sexual minority groups.
What directions do we need to take for the future?

A combination of private change and public change is needed to foster gender equity and help all people find productive and
satisfying work. In the private realm, gender roles must continue to change so that men contribute equally to and feel equal
responsibility for household and child care tasks. In the public realm, some states and corporations have led the way in protecting
gender and sexual minority groups against workplace discrimination, but federal protections are long overdue. We must have pay
equity so that all people are paid fairly for the work they do. In addition, we need new social policies planned by the government that
provide real support for dual-earner families—policies that are truly pro-family. The U.S. government urgently needs to promote
high-quality, affordable child care. It also needs to devise a system to provide paid parental leave for new mothers and fathers, and
opportunities for part-time work, flextime, telework, and job sharing so that working parents can successfully manage their multiple
roles.

Suggestions for Further Reading

Eagly, Alice H., & Carli, Linda L. (2007). Through the labyrinth: The truth about how women become leaders. Boston, MA: Harvard
Business School Press. Psychologists Eagly and Carli assembled the evidence about women climbing the career ladder, concluding
that a labryinth is a better metaphor than the glass ceiling.

Slaughter, Anne-Marie. (2015). Unfinished business. New York, NY: Random House. The first female director of policy planning at
the U.S. State Department writes about the importance of caregiving and how public policy can promote gender equality in work
and family responsibilities.
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Chapter 10 Biology and Gender
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g. The Brain Mosaic
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Experience the Research: Biology and Gender Differences in the Media
5. Chapter Summary
6. Suggestions for Further Reading

“An extraordinarily important part of the brain necessary for spiritual life, the frontal convolutions and
the temporal lobes are less well developed in women and this difference is inborn. . . . If we wish a
woman to fulfill her task of motherhood fully, she cannot possess a masculine brain. If the feminine
abilities were developed to the same degree as those of the male, her maternal organs would suffer, and
we should have before us a repulsive and useless hybrid.”

Moebius (1907), Concerning the Physiological Intellectual Feebleness of Women

The human brain is a spectacular organ, containing over 100 billion neurons. It is constantly rearranging its
more than 100 trillion connections between neurons in response to learning and exposure to new stimuli.
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Spectacular though the human brain is, scientists have wondered for more than 100 years whether men’s

brains weren’t more spectacular than women’s. Women1 have also been thought to be the victims of their

“raging hormones.” In this chapter, we examine what is known about genes, hormones, and the brain in
women compared with men and in transgender individuals.

1. This chapter focuses on biology, and we use women throughout as shorthand to refer to people with all or
some of these biological characteristics: XX chromosomes, a uterus, vagina, clitoris, and so on. Here, women is
not used to refer to people’s gender identity. Thus, this chapter focuses on the biology of cisgender women, a
subset of transgender men who have female organs, nonbinary individuals who were assigned a female gender
at birth, and some intersex individuals.

Genes

Typically, a human has a set of 46 chromosomes in each cell of the body. Because chromosomes occur in
pairs, there are 23 pairs, classified as 22 pairs of autosomes (non-sex chromosomes) and one pair of sex
chromosomes. Typically, women have the sex chromosome pair XX and men have the sex chromosome pair
XY. Thus there are no genetic differences between men and women except for the sex chromosomes and the
genes on them.

Traits that are controlled by genes on the sex chromosomes are called sex-linked traits. For such traits, a
woman will have a pair of genes controlling a particular sex-linked trait, but a man will have only one gene for
that trait, because he has only one X chromosome. The Y chromosome is small, containing fewer than 50
genes, compared with the X chromosome, which contains between 1,000 and 2,000 genes (Wizemann &
Pardue, 2001).

Sex-linked trait: A trait controlled by a gene on the X chromosome (and occasionally on the Y chromosome).

Photo 10.1 X-chromosome inactivation: A tortoiseshell cat such as this one is always female (carries XX
chromosomes). The pattern of coat colors results from having one X chromosome carrying the gene for black
coat color and the other X chromosome with the gene for orange coat color. Different X chromosomes were
inactivated in different parts of the coat, causing patches of different colors. The patches of white coat are due
to a different gene.
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Rapid advances in genetic research, including the Human Genome Project, have given us much better
information about what’s happening with the X and Y chromosomes. The Y chromosome contains a few
especially interesting genes. One is the SRY (Sex-determining Region Y chromosome) gene, which during
the prenatal period directs the fetus’s gonads to differentiate in a male direction, forming testes, which then
produce testosterone. It also contains a few genes related to male fertility (Lahn & Page, 1997).

The X chromosome, with its large number of genes, influences many aspects of the functioning of cells,
growth, and development. It contains several genes responsible for differentiation of the ovaries during fetal
development. But there is a difference between men and women in “gene dosage” from the X chromosome.
Women have twice as many genes because they have two X chromosomes. This extra gene dosage is
compensated for by a process called X-chromosome inactivation, in which one of the X chromosomes in
female fetuses is inactivated or silenced in almost all cells, so only one X chromosome functions (Okamoto et
al., 2004; Percec et al., 2002). A gene on the X chromosome, called “Xist,” causes the inactivation (McCarthy
& Arnold, 2011). The same X chromosome is not inactivated in every cell—in some cells the X chromosome
from the mother is silenced, and in other cells it is the X chromosome from the father that is silenced.

X-chromosome inactivation: In female fetuses, the process in which one of the two X chromosomes is inactivated or silenced in
nearly every cell, so only one X chromosome functions.

Epigenetics

One of the hottest topics in genetics today is epigenetics, which refers to changes in gene expression caused by
factors others than DNA (Bird, 2007; Salk & Hyde, 2012). (If you’re interested in the details, one mechanism
involves methylation—attachment of a methyl group—to cytosine in the DNA sequence.) What is meant by
gene expression? All of us carry genes that are expressed at some times and not others—perhaps depending on
how old we are or what our levels of sex hormones are. For example, men carry genes for beard growth, but
those genes were not expressed when they were 5 years old. They aren’t expressed until puberty, with its surge
in testosterone levels. The bottom line with epigenetics is that environmental experiences can modify whether
certain genes are expressed in an individual.

Epigenetics: Changes in gene expression caused by factors other than DNA.

It is tough to conduct epigenetic research with humans, so researchers have used animal models instead. As an
example, mother rats lick their pups a lot; it stimulates the pups and helps them grow. Some rat mothers,
though, engage in more licking than other mothers do. Female pups born to high-licking mothers are
themselves high lickers when they become mothers, whereas female pups who don’t get much licking grow up
to be low lickers (Champagne, 2008). Genetics cannot account for the effect, though, because if a pup born to
a low-licking mother is given to a high-licking mother to raise, that pup is a high licker in adulthood. The
explanation lies in epigenetics. The licking or care that pups receive leads to long-term effects on gene
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expression, which then show up when the females become mothers themselves (Champagne, 2008, 2010,
2013).

Epigenetics represents a real breakthrough, not just for geneticists, but for gender researchers as well.
Epigenetic research shows that genes (DNA) are not destiny—that even the effects of genes are modified by
the environment that the individual experiences over the lifespan (Salk & Hyde, 2012).

Are There Genes for Being Transgender?

Scientists have searched for genes that are associated with transgender and gender dysphoria. The research has
focused specifically on transsexuals, who are a subset of trans persons; transsexuals have a clear gender identity
as male or female, which does not match their gender assigned at birth, and they want to undergo a social
transition and medical treatments so that their body aligns with their gender identity (see Chapter 1). The
term transsexual is not used much anymore. Instead, the terms used are trans woman (who has a birth-assigned
male gender and female gender identity) and trans man (who has a birth-assigned female gender and male
gender identity).

According to early research, the genes seem to be different for trans women compared with trans men (Bentz
et al., 2008; Hare et al., 2008; Henningsson et al., 2005). In one study, trans women were more likely than
cisgender men to have a mutation in the androgen receptor gene (Hare et al., 2008). However, not all the
trans women had this mutation. Later studies that have tried to replicate the results for specific genes have
often failed to find the same results, though (Zucker et al., 2016). Therefore, at least right now, there is no
solid evidence of a particular gene or genes that create a tendency to becoming transgender. If there are genes
for being transgender, we don’t yet know what they are.

Focus 10.1 Feminist Biology

Photo 10.2 Dr. Marlene Zuk, a feminist biologist at the University of Minnesota

By Michal Klajban (Hikingisgood.com)—Own work, CC BY-SA 4.0.

To some people, “feminist biology” sounds like an oxymoron. Biology is a science. It’s objective. Feminism is political. The two can’t
mix.
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In fact, feminist biology has been around for a while and is rapidly gaining momentum. Feminist biology involves two goals: (1) to
identify gender bias in traditional biology and (2) to create new biological research that corrects these biases. In many ways, it is like
feminist psychology. Here we present three feminist biologists and their research.

Dr. Marlene Zuk is a professor at the University of Minnesota specializing in animal behavior and evolution. In her book Sexual
Selections, Zuk (2002) documents how, in animal research, males are most often the subjects; we saw the same pattern in human
research in Chapter 1. That is, there is gender bias in the choice of subjects, even with animal research. Some of that research
involves early-stage drug studies that will lead to new drugs for humans, and if the drugs work differently in females, it would be
important to know it. Even at the level of cells, bias can occur. For example, much research and theory has focused on males and
what their sperm do to achieve fertilization of eggs, but in fact females control much in mating. They control the frequency of
mating, and they choose to mate with some males and not with others. And here is an example that’s actually funny. The concept of
dominance hierarchies and the “alpha male” that is so popular actually originated in research with chickens and the pecking order of
hens, who can be quite ruthless! Yet the translation to “alpha males” implies that females have no dominance hierarchies or
tendencies to dominate.

Dr. Sari van Anders is a professor of psychology and women’s studies at the University of Michigan. She specializes in social
neuroendocrinology in research with humans. That is, she studies the interplay between hormones and social behavior. In one study
of hers, the experimental condition involved the masculine behavior of wielding power in a competitive situation, compared with a
control condition that involved watching a travel documentary (van Anders et al., 2015). In the power condition, the participant
acted out firing a subordinate in the workplace. They were directed to do it in a masculine way, for example, taking up space,
infrequent smiling, and interrupting (see Chapter 5 for a discussion of these gendered behaviors). Participants provided a saliva
sample both before and after the experience, and testosterone was assayed from the saliva samples. The results indicated that the
experience of wielding power increased testosterone levels in women compared with the control condition. The same effect did not
occur in men, probably because their testosterone levels were in a much higher range already. The bigger point here is that, although
people (including biologists) usually think of hormones as influencing behavior, the reverse process also occurs. That is, behavior—in
particular, gendered behavior (wielding power)—can have an effect on hormones.

Dr. Caroline VanSickle (2014) is a biological anthropologist who studies female fossils. It turns out that most of the people who
have studied fossils were focusing on male skeletons. She was also part of the team that recently discovered a new species of
prehumans in South Africa, Homo naledi. The feminist archaeologists and geologists have a website: www.trowelblazers.com.

All three of these researchers exemplify the goals of feminist biology, identifying sex bias in traditional research and then creating
innovative new research on women and gender.

Basic Physiological Processes

Men and women differ in a few basic physiological processes, including metabolism and drug absorption
(Hornstein & Schwerin, 2013; Wizemann & Pardue, 2001). After puberty, men have more muscle mass and,
on average, a lower percentage of body fat than women. Muscle tissue metabolizes faster than fat tissue, so
men have larger energy requirements—they need more food. Stated another way, women add fat if they
consume the same food as that eaten by a man who does not gain fat—even if the two have the same body
size. Biology can be very unfair.

Other differences between men and women in metabolism can create differences in risk for metabolic diseases
and certain blood cancers, such as multiple myeloma (Petrosino et al., 2014).

Quite a bit of work has been done on differences between women and men in the immune system. In general,
girls’ and women’s bodies mount a stronger immune response to infections than boys’ and men’s bodies do
(World Health Organization, 2011). That said, women are more vulnerable to a few diseases than men are;
one example is influenza (the flu; Klein et al., 2012). Also, being in the biological state of pregnancy has an
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impact on immune functioning. For example, during the H1N1 pandemic of 2009, women in the third
trimester of pregnancy were especially vulnerable to infection (World Health Organization, 2011). Sex
hormones appear to play a role in both phenomena, that is, why women usually have a stronger immune
response and why they can be more vulnerable to infection during pregnancy (Robinson & Klein, 2012).
Physiological processes such as these are important as we consider women and health issues (see Chapter 11).

Although these gender differences in basic physiological processes are important to health, there is little
evidence that they have behavioral or psychological effects. Yet there are exceptions. For example, meta-
analyses show that women are more sensitive to pain than men are, an effect that is found across many species
(Berkley & Holdcroft, 1999; Riley et al., 1998). And it is thought to be related to gender differences in levels
of testosterone and estrogen (Wizemann & Pardue, 2001). This brings us to another biological factor that
may influence gender differences.

Sex Hormones

Hormones are powerful chemical substances manufactured by the various endocrine glands of the body.
Endocrine glands secrete hormones into the bloodstream so that they have effects throughout the body,
including effects on target organs far from the endocrine gland that secreted them. Among the endocrine
glands are the gonads (ovaries and testes) and the pituitary, thyroid, and adrenal glands.

Testosterone is one of a group of “male” hormones called androgens, which are manufactured by the testes.
The “female” sex hormones are estrogen and progesterone, which are manufactured by the ovaries. If these
hormones influence behavior, then they could create gender differences.

Testosterone: A sex hormone manufactured by the testes and, in lesser amounts, by the ovaries; one of the androgens.

Androgens: A group of “male” sex hormones, including testosterone, produced more abundantly in men than in women.

Estrogen: A sex hormone produced by the ovaries; also produced by the testes.

Progesterone: A sex hormone produced by the ovaries; also produced by the testes

But actually it is a mistake to call testosterone the “male” sex hormone and estrogen and progesterone “female”
hormones. Testosterone, for example, is found in women as well as men. The difference is in amount, not
presence or absence. In women, testosterone is manufactured by the adrenal gland and the ovaries, and the
level in women’s blood is about one-tenth or less than that in men’s (Janowsky et al., 1998). Estrogen and
progesterone are also found in men’s blood.

The differences in levels of sex hormones may affect behavior at two major stages of development: prenatally
(the time between conception and birth) and during and after puberty (adulthood). Endocrinologists refer to
the effects that occur prenatally or very early in development as organizing effects because they cause a relatively
permanent effect in the organization of some structure, whether in the reproductive organs or the nervous
system. Hormone effects in adulthood are called activating effects because they activate or deactivate certain
behaviors. To understand the prenatal effects, we need to examine the process of prenatal gender
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differentiation.

Prenatal: Before birth.

Prenatal Gender Differentiation

Male–female differences exist at the moment of conception. If the fertilized egg contains two X
chromosomes, then the genetic sex is female; if it contains one X and one Y chromosome, the genetic sex is
male. The single cell then divides repeatedly, becoming an embryo and then a fetus. Interestingly, during the
first 6 weeks of human prenatal development, the only differences between male and female fetuses are in
genetic sex. That is, anatomically and physiologically, male and female fetuses develop identically during this
period. Beginning approximately during the sixth week of pregnancy, and continuing through about the sixth
month, the process of prenatal gender differentiation occurs (Figure 10.1). First, the sex chromosomes direct
the differentiation of the gonads. Here’s how that happens. As we saw earlier in the chapter, a Y chromosome
contains the SRY gene, and it directs the synthesis of a substance called TDF (testis-determining factor). It
causes the neutral gonads to turn into testes. If there is no Y chromosome and no SRY gene, there is no TDF
and the neutral gonads turn into ovaries. The gonads then begin secreting sex hormones. That means that the
internal environment becomes different for female fetuses and male fetuses because of the differences in levels
of hormones that are present.

The sex hormones then influence the course of fetal differentiation. The testes produce testosterone. If
testosterone is present, a penis forms. If testosterone is not present, a clitoris and vagina differentiate.
Research indicates that the presence of estrogen is also critical for the development of female sexual organs
(Fausto-Sterling, 1992). In addition to influencing gender differentiation of the sex organs, the sex hormones
influence the rapidly developing brain (McCarthy & Arnold, 2011). The structure most affected seems to be
the hypothalamus. The importance of this differentiation will be discussed later in the chapter.

Prenatal Sex Hormone Effects

Male fetuses and female fetuses, then, live and develop in different hormonal environments. Does this have
any effect on later behavior?

Most of the evidence in this area is based on experiments done with animals. It may be that the effects on
humans would not be the same. But let us consider the animal experiments and then see what is known about
similar processes in humans (for reviews, see Hines, 2004, 2011).

Prenatal sex hormone exposure seems to affect mainly two behaviors in animals: sexual behavior and aggressive
behavior. The organizing effects of sex hormones on sexual behavior have been well documented. In a classic
experiment, testosterone was administered to pregnant female guinea pigs (Phoenix et al., 1959). The female
offspring that had been exposed to testosterone prenatally were, in adulthood, incapable of displaying female
sexual behavior (in particular, lordosis, which is a sexual posture involving arching the back and raising the
hindquarters so that the male can insert the penis). It is thought that this occurred because the testosterone
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“organized” the brain tissue (particularly the hypothalamus) in a male direction. These female offspring were
also born with masculinized genitals, so their reproductive systems had also been organized in the male
direction. But the important point here is that the prenatal doses of testosterone had masculinized their sexual
behavior. Similar results have been obtained in experiments with many other species as well (Hines & Collaer,
1993).

Figure 10.1 The sequences of typical prenatal differentiation in female and male humans.

Source: Created by the authors.

In adulthood, these hormonally masculinized females displayed mounting behavior, a sexual behavior typical
of males. When they were given testosterone in adulthood, they showed about as much mounting behavior as
males did. The testosterone administered in adulthood activated male patterns of sexual behavior.

The analogous experiment with males would be castration at birth (removing the testes, the source of
testosterone) followed by administration of “female” sex hormones in adulthood. When this was done with
rats, female sexual behavior resulted. These male rats responded to mating attempts from normal males the
way females usually do, with lordosis (Harris & Levine, 1965). Apparently the brain tissue had been organized
in a female direction during an early critical period when testosterone was absent, and the female behavior
patterns were activated in adulthood by administration of ovarian hormones.

Similar effects have been demonstrated for aggressive behavior (Beatty, 1992). Early exposure to testosterone
increases the fighting behavior of female mice (Edwards, 1969). Female rhesus monkeys given early exposure
to testosterone show a higher incidence of rough-and-tumble play (Young et al., 1964). Thus early exposure
to testosterone also organizes aggressive behavior in a “masculine” direction.

What relevance do these studies have for humans? (For a review, see Collaer & Hines, 1995.) It would be
unethical, of course, to do experiments like the ones described above on human participants. Nonetheless, a
number of “natural” experiments and “accidental” experiments of this sort occur. The natural experiments are
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the result of a few genetic conditions that cause atypical hormone functioning prenatally. The accidental
experiments have occurred when pregnant women were given drugs containing hormones. (These drugs are
no longer administered during pregnancy.) We will consider one of the genetic conditions as an example.

Congenital adrenal hyperplasia (CAH) is a rare recessive genetic condition that causes the fetus’s adrenal
glands to produce unusually large amounts of androgens beginning about 3 months after conception. CAH is
most interesting in genetically female individuals, for whom the testosterone exposure is particularly atypical.
Researchers have studied the behavior of CAH girls (Collaer & Hines, 1995; Hines, 2011). CAH girls are
significantly more likely, compared with a control group of non-CAH sisters, to choose male-stereotyped toys
for play and to prefer active, rough play. These outcomes with humans, then, look much like the experiments
with animals, although the effects with humans seem to be smaller and more subtle.

Congenital adrenal hyperplasia (CAH): A rare genetic condition that causes the fetus’s adrenals to produce unusually large amounts
of androgens. In XX individuals, the result may be a girl born with masculinized genitals so that she has an intersex condition.

Some cautions must be sounded about the research with humans. First, CAH girls are born with masculinized
or ambiguous genitals—the kind of pattern that is called intersex. Some of them were given surgeries to
correct the “problem,” particularly in previous decades. We have no idea how traumatic that might have been,
nor whether that trauma would have an effect on behavior. Second, the girls’ parents know about the genetic
condition. Might parents of CAH girls treat them differently than they would typical daughters?

Hormone Effects in Adulthood

The effects of sex hormones in adulthood that are of interest to us fall into two categories. First, sex hormones
in women fluctuate over the menstrual cycle. This raises the question of whether these hormone fluctuations
cause fluctuations in mood or other psychological characteristics. (See Chapter 11 for a detailed discussion of
this topic.) Second, levels of sex hormones differ in men and women. For example, as noted earlier, women
have about one-tenth the level of testosterone in the blood that men do. Could it be that these different levels
of hormones activate different behaviors in men and women?

As noted above, studies done with animals indicate that sex hormones in adulthood have effects on both
aggressive behavior and sexual behavior. Are there similar effects in humans? Testosterone has well-
documented effects on libido, or sexual desire, in humans (Bancroft & Graham, 2011; Everitt & Bancroft,
1991). For example, men deprived of their main source of testosterone by castration show a dramatic decrease
in sexual behavior in some, but not all, cases. Testosterone therefore has an activating effect in maintaining
sexual desire in adult men.

Research indicates that androgens, not estrogen, are related to sexual desire in women (Bancroft & Graham,
2011). If all sources of androgens in women (the adrenals and ovaries) are removed, women lose sexual desire.
Women who have undergone oophorectomy (surgical removal of the ovaries, typically because of cancer)
report marked decreases in sexual desire. If they are treated with testosterone, their sexual desire increases
(Shifren et al., 2000). Women who seek sex therapy for low sexual desire have, on average, lower androgen
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levels than age-matched controls (Guay & Jacobson, 2002). Interestingly, these androgen effects in women
were overlooked for decades. Perhaps researchers had trouble believing that “male” sex hormones existed in
women, and it would have been a huge stretch to imagine that such hormones actually had effects.

Focus 10.2 Endocrine Disrupters

A preschool girl begins growing pubic hair (Sanghavi, 2006). Frogs are born hermaphroditic, with mixed male and female organs
(Hayes et al., 2002). The pesticide residues in fruits and vegetables are linked to lower sperm counts in men (Chiu et al., 2015).
These cases and many others have appeared in the news in the 21st century. Are they unrelated bizarre occurrences or is there a
common link that explains them?

Scientists believe that underlying such troubling cases are endocrine disrupters, or endocrine-disrupting chemicals (EDCs), which
are chemicals found in the environment that affect the endocrine system as well as other aspects of biological functioning and
behavior of animals, including humans. Evidence of the effects of endocrine disrupters comes both from studies of animals in the
wild and from carefully controlled laboratory experiments. For example, a carefully controlled study showed that pregnant women
with high exposure to phthalates (found in plastics) are more likely to give birth to baby boys with undescended testes or with
hypospadias, a rare condition in which the urethral opening is not at the tip of the penis but somewhere else (Sathyanarayana et al.,
2016).

Endocrine disrupters: Chemicals in the environment that affect the endocrine system as well as other aspects of biological
functioning and behavior in animals, including humans.

What chemicals are the culprits? Some are pesticides and herbicides such as atrazine and DDT, used by farmers and others to kill
unwanted insects and weeds. Bisphenol A (BPA) is used in making plastics such as baby bottles. PCBs, which were banned in the
United States in 1976, were used in making products such as paints, plastic, and printing ink. Some of these chemicals have a half-
life of over 1,000 years and therefore are still abundant in the environment even though they were banned many years ago.

These chemicals exert their effects on sexual biology and behavior by affecting the endocrine system and, specifically, the sex
hormone system. Many have multiple effects. Atrazine, for example, affects both estrogen and testosterone and inhibits their binding
to estrogen receptors and androgen receptors. Atrazine also depresses the LH surge that triggers ovulation, described in the next
chapter in the discussion of the menstrual cycle. The insecticide DDT affects estrogen, progesterone, and testosterone by mimicking
estrogen and binding to estrogen receptors as well as by altering the metabolism of both progesterone and testosterone. PCBs are
both anti-estrogens and anti-androgens. These chemicals are in the food we eat and the water and milk we drink.

Even though the age of menarche (first menstruation) has changed little in the past several decades, the very early stages of pubertal
development—specifically, the first development of breast tissue—is occurring nearly a year earlier than it used to. This trend is
thought to be explained by EDCs in the environment. It seems likely that some chemicals are having an estrogen-like effect, and
many EDCs have such effects (Mouritsen et al., 2010). Scientists are concerned that the effects of environmental contaminants may
be particularly severe on children because they eat more, drink more, and breathe more than adults, relative to body weight
(Trentacosta et al., 2016).

Scientists see these cases as examples of the proverbial canary in the coal mine—that is, they are small signs that something terribly
dangerous is happening. The European Union is beginning to take steps to regulate these chemicals, but we have seen little action
on the issue in the United States.

One innovative study examined the behavior of both trans women and trans men before and after they began
hormone therapy as part of their gender-affirming treatments (Van Goozen et al., 1995; see Chapter 11 for
more on health issues for transgender persons). When androgens were administered to the trans men, their
aggression proneness and sexual arousability increased. When anti-androgen drugs were given to the trans
women, their aggression proneness and sexual arousability decreased. The results are consistent with the
broader point that sex hormones have activating effects on aggressive and sexual behaviors in humans.
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To summarize, sex hormone levels probably do have some effects on behaviors in adult humans, particularly
aggressive and sexual behaviors. It is also likely that these effects are not as strong as they are in animals and
that they are more complex and interact more with environmental factors.

Better Hormone Models

The traditional model in psychology has maintained that “hormones influence behavior”—in other words,
that the influence goes in one direction only. Feminists have criticized this model. Recall from Chapter 1 that
feminist scientists urge researchers to consider bidirectional models, in which A influences B, but B also
influences A. As it turns out, hormone researchers have been working on exactly these sorts of effects. For
example, if women engage in resistance exercise, it raises their testosterone levels (Nindl et al., 2001).
Testosterone levels rise in both men and women following an interpersonal competitive victory (Schultheiss et
al., 2005). (For another example, see the research of Van Anders in Focus 10.2.) That is, behavior and
experience influence hormones! We shouldn’t settle for simple, biologically deterministic models that assume
that hormones determine behavior or that biological factors such as hormones are fixed and unchanging. Nor
should we ignore hormones completely. In short, we need more complex models that will help us understand
how hormones and behavior influence each other.

The Brain

In this section we will consider various hypotheses that have been proposed about differences between male
and female brains and what effects those differences might have on behavior.

Brain Size

In the late 1800s, scientists discovered that men had somewhat larger brains than women. In the culture of
the time, they concluded that this brain difference was the cause of the well-known lesser intelligence of
women. The hypothesis was later discredited when other scientists found that men’s larger brain size was
almost entirely accounted for by their greater body size. Men have larger kidneys and livers than women do,
too, but that doesn’t mean that it gives them an advantage. The organs are just proportional to body size.

Amazingly, this same brain-size hypothesis resurfaced in the 1990s. Two scientists separately found that
men’s brains were larger in volume and weighed more than women’s, and they argued that this brain
difference had an impact on gender differences in intelligence (Ankney, 1992; Rushton, 1992). Interestingly,
the same scientists also claimed that Caucasian Americans had larger brains than African Americans and that
Asian Americans had larger brains than either group (Rushton, 1992)—so the argument had racial aspects as
well, but here we will focus on the argument about gender.

We now have a meta-analysis on brain size. It indicates that, on average, men’s total brain volume is 11.5%
larger than women’s (Marwha et al., 2017). That is roughly the same as the overall size difference between
men and women. And there is no evidence that, among humans, brain size is correlated with intelligence.
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The Hypothalamus

Gender differences do exist in the hypothalamus, a tiny but powerful region of the brain on its lower side
(McCarthy & Arnold, 2011). These differences are the result of differentiation of brain tissue in the course of
fetal development, much as is the case for the reproductive organs (Figure 10.1). Additional differentiation
occurs in the days immediately after birth. Recall that the sequence of typical development consists of the sex
chromosomes directing the differentiation of gonadal tissue into ovaries or testes. The gonads then secrete sex
hormones, which cause further reproductive system differentiation. The fetal sex hormones, as well as several
genes, also cause gender differentiation of the hypothalamus (McCarthy & Arnold, 2011). Basically, then,
hypothalamus differentiation in the fetus is a process much like reproductive system differentiation.

Hypothalamus: A part of the brain that is important in regulating certain body functions, including sex hormone production.

One of the most important organizing effects of prenatal sex hormones is the determination of the estrogen
sensitivity of certain cells in the hypothalamus, which contain estrogen receptors (Choi et al., 2001; McEwen &
Milner, 2017, argue that there are also subtle organizing effects in other regions beyond the hypothalamus). If
testosterone is present during fetal development, certain specialized receptor cells in the hypothalamus become
insensitive to estrogen; if estrogen is present, these cells are highly sensitive to levels of estrogen in the
bloodstream. This is important because of the hypothalamus-pituitary-gonad feedback loop (see Chapter 11).
In this process, gonadal hormone output is regulated by the pituitary, which is in turn regulated by the
hypothalamus. The hypothalamus responds to the level of gonadal hormones in the bloodstream.
Hypothalamic cells in men are relatively insensitive to estrogen levels, whereas hypothalamic cells in women
are highly sensitive to them. We also know that estrogen (and progesterone as well) lowers the threshold of
central nervous system excitability in adults. Therefore, the estrogen sensitivity effect amounts to a greater
increase in central nervous system excitability in response to estrogen in women than it does in men. The
estrogen sensitivity effect is a result of the organizing effect of hormones. Hormones administered in
adulthood activate male and female nervous systems differentially depending on early determination
(organizing effects) of estrogen sensitivity.

What are the consequences of these gender differences in the hypothalamus? One consequence is the
determination of a cyclic or acyclic pattern of pituitary release of hormones beginning with puberty. The
hypothalamus directs pituitary hormone secretion. A hypothalamus that has undergone differentiation in the
female direction will direct the pituitary to release hormones cyclically, creating a menstrual cycle, whereas a
hypothalamus differentiated in the male direction directs a relatively steady, acyclic production of pituitary
hormones.

The gender differences in the hypothalamus may have some consequences for behavior, too (Ngun et al.,
2010). As discussed earlier, the organization of the hypothalamus in a male or a female direction may have
some influence on both sexual and aggressive behavior.

Other Brain Regions
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Researchers have claimed that other regions of the brain show gender differences. Here we consider the
evidence.

The amygdala is a structure in the central part of the brain that is highly involved in processing emotions.
There has been much speculation about whether men have larger amygdalae than women and whether that
might account for the gender imbalance in some disorders such as depression (more women than men) and
autism (more men than women; Marwha et al., 2017).

A meta-analysis found that amygdala volume was about 10% larger in men than women (Marwha et al.,
2017). However, that is roughly the same discrepancy as in overall brain volume. If studies correct for total
brain volume, gender differences in amygdala volume are nonsignificant.

The hippocampus, located close to the amygdala, is important in memory. Research shows that the volume of
the hippocampus is reduced in people with depression (Tan et al., 2016), although what isn’t clear is whether
the reduced volume is the result of the depression or whether it existed before the depression and predisposed
the person to it. Because more women than men become depressed, researchers have wondered whether
women have smaller hippocampi than men. Again, we have a helpful meta-analysis to settle the question. It
showed that, when corrected for total brain volume, there is no gender difference in hippocampal volume
(Tan et al., 2016).

Some researchers have claimed that there are differences between men and women in the corpus callosum
(CC), a region in the central part of the brain containing fibers that connect the right hemisphere and the left
hemisphere. The original report, based on research with nine male and five female humans, documented a
larger CC—actually, one larger subsection of the CC, the splenium—in women than in men (Delacoste-
Utamsing & Holloway, 1982). But these findings were disputed (Fausto-Sterling, 2000), and later studies
found inconsistent results. When a meta-analysis was conducted, it revealed that men have a slightly larger
CC overall (d = 0.21), but again probably because men have a somewhat larger brain volume. Moreover, there
were no gender differences in the size or shape of the splenium (Bishop & Wahlsten, 1997). Once again,
gender similarities are the rule, even when it comes to brain anatomy.

To make matters more complicated and interesting, certain regions of the corpus callosum increase in size in
women through their 50s, whereas for men the size peaks in their 20s to 30s and then declines (Cowell et al.,
1992). These findings defy the notion that brain anatomy is fixed and unchanging. They also challenge simple
characterizations of gender differences. For the CC, the gender difference might go in one direction or the
other, depending on the age of the sample.

Right Hemisphere, Left Hemisphere

The brain is divided into two halves, a right hemisphere and a left hemisphere. These two hemispheres carry
out somewhat different functions. In particular, in right-handed persons, the left hemisphere is specialized for
language and verbal tasks and the right hemisphere for spatial tasks. The term lateralization refers to the
extent to which a particular function, such as verbal processing, is handled by one hemisphere rather than
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both. For example, if verbal processing in one person is handled entirely in the left hemisphere, we would say
that that person is highly lateralized or completely lateralized for verbal tasks. If another person processes
verbal material using both hemispheres, we would say that that person is bilateral for verbal functioning.

Lateralization: The extent to which one hemisphere of the brain organizes a particular mental process or behavior.

Based on the old belief that there are gender differences in both verbal ability and spatial ability (see Chapter
8), various theories have been proposed using gender differences in brain lateralization to account for the
supposed differences in abilities (for a detailed review, see Halpern, 2000).

Psychologists typically use two types of tasks to measure brain lateralization. One is the dichotic listening task,
in which the researcher presents different stimuli to each ear through headphones. As it turns out, people have
ear—or hearing—dominance on the same side as hand dominance. If you are right-handed, you are also
right-eared! That is, your right ear is more ready, willing, and able to process stimuli than your left ear is. This
ear dominance, in turn, relates to the hemispheres of the brain. Researchers in this field believe that the more
dominant your right ear is (in accuracy and speed of processing stimuli), the more lateralized you are; the same
would be true if you were very left-ear dominant. The other task used to measure lateralization is the split
visual field, in which different stimuli are presented to different sides of your eyes, much like the different
stimuli to different ears.

What does the evidence say about gender differences in brain lateralization? A meta-analysis based on 266
studies showed that—whether measured in the visual or auditory mode and whether verbal or nonverbal tasks
are used—gender differences in lateralization are close to zero, d = 0.06 (Voyer, 1996). Clearly, then,
statements such as “women are left-brained, men are right-brained” are far from the truth.

Another serious criticism of the brain lateralization hypotheses about gender differences is that they were
designed to explain gender differences in verbal abilities and spatial abilities, yet the results of meta-analyses
indicate currently there are no gender differences in verbal ability, and there are gender differences in only one
type of spatial ability (see Chapter 8). Moreover, a meta-analysis of studies of gender differences in
lateralization for language indicated no gender difference (Sommer et al., 2008).

Brain lateralization is an active area of research, and there are often flashy newspaper or magazine articles on a
scientist who has discovered the cause of gender differences in abilities based on right-hemisphere/left-
hemisphere differences. It is therefore worthwhile for you to know the kinds of ideas that have been proposed
and the meta-analytic results showing no gender differences in brain lateralization (Voyer, 1996).

Neural Plasticity

You won’t hear a modern neuroscientist say something like “Gender differences in the brain are hardwired” or
“The brain is hardwired.” The reason is that a major theme in neuroscience today is neural plasticity, which
refers to the fact that the brain changes in response to experience (Eliot, 2009). The brain simply is not
hardwired (Jordan-Young, 2010). New connections between neurons are constantly being made to register
learning, and other, unnecessary connections are pruned away.
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Neural plasticity: Changes in the brain in response to experience.

Focus 10.3 Single-Sex Schooling and the Brain

Single-sex public schools are the latest fad in the United States. To be clear from the outset, we are talking only about public schools,
not private schools such as Catholic schools, which are free to make whatever choices they wish. The question we address here is
this: Should taxpayer dollars be used to support single-sex schools because they yield better student outcomes than coed schools do?

One argument by the advocates for single-sex schooling concerns boys’ brains and girls’ brains. According to the website of the
National Association for Single-Sex Public Education (NASSPE; 2017), single-sex schools break down gender stereotypes and are
geared to the “facts” that “the brains of girls and boys differ in important ways. These differences are genetically programmed and are
present at birth.” Yet as we have seen in this chapter, differences between girls’ brains and boys’ brains are at most small, and what
neuroscientists know about neural plasticity implies that any differences could be due to differences in experience, not anything that
was genetically programmed.

In their book The Boys and Girls Learn Differently Action Guide for Teachers, Michael Gurian, a major advocate for treating boys and
girls differently in the classroom, and Arlette Ballew (2003) claim, “Boys use the right hemisphere of the brain more, girls the left”
(p. 11). Yet as discussed in this chapter, a meta-analysis of studies of gender differences in lateralization found no gender difference.
So a bogus scientific claim is used to make the case that boys and girls learn differently and must be segregated into different
classrooms and even different schools.

Neuroscientist Lise Eliot (2009) reviewed all the available evidence on gender differences in the brain and concluded, “What I
found, after an exhaustive search, was surprisingly little solid evidence of sex differences in children’s brains” (p. 5). She then went on
to emphasize neural plasticity.

A second claim from advocates of single-sex education is that it is needed to accommodate girls’ and boys’ different learning styles.
Boys are “thrilled” and “aroused” by energetic teachers who talk loudly, whereas girls are intimidated to the point of nausea; thus
boys should be taught through loud confrontation, whereas girls must be treated delicately (Sax, 2006). The idea of learning styles
has captured the popular imagination. “I’m a visual learner” or “I’m an auditory learner,” people say. In fact, though, a blue-ribbon
panel commissioned by the Association for Psychological Science concluded that there is no evidence that people with one preferred
learning style actually benefit more from one instructional method than from another (Pashler et al., 2009). So the argument for the
importance of learning styles in education, much less gender differences in learning styles, fails the test of science.

The third argument by proponents of single-sex schools is that they break down stereotypes and allow kids to excel in counter-
stereotypic areas. Developmental psychologists, however, have much evidence to indicate that, when social groupings—for example,
boys versus girls or Blacks versus Whites—are made salient to children, stereotyping and prejudice toward the other group increase
(Bigler & Liben, 2007). Researchers can even get some of these effects by putting some of the kids in a classroom in red T-shirts and
others in blue T-shirts and having the reds and blues line up separately. The reds start preferring other reds and feeling negative
about the blues. Single-sex education does exactly that—it makes gender very salient by saying that girls and boys are so different
that they cannot be educated in the same classroom. This sets the stage for increases, not decreases, in stereotyping.

Does single-sex schooling actually produce better outcomes for children? The background is that many studies on this question have
weak designs. They may compare a private single-sex school against a nearby public coed school, but the children in the single-sex
school come from wealthier families and their parents have more education. To use the language of Chapter 1, it is a quasi-
experimental design. If the kids in the single-sex school perform better on a standardized math test, for example, it is impossible to
know whether it is because of the single-sex schooling or whether the kids started out with a lot of advantages.

A large meta-analysis, with data from 1.6 million children, separated the studies into those that were uncontrolled and used weak
designs like the one described above and controlled studies that used strong designs involving random assignment of children to
single-sex versus coed (true experimental designs) or designs that controlled for preexisting differences between children (Pahlke et
al., 2014). The results indicated a few advantages for single-sex schooling in the uncontrolled studies, but in the high-quality,
controlled studies, there were no advantages for single-sex schooling on outcomes such as math performance, science performance,
and self-concept. In short, single-sex schooling does not produce better outcomes.

In 2011, NASSPE changed its name to the National Association for Choice in Education. That shifted the argument from whether
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single-sex schooling is actually better than coed schooling to whether public schools should provide parents with a choice of single-
sex schooling for their children. That would be extremely costly for schools to do, of course. How has the change in the name of the
organization co-opted the feminist principle of choice?

The implication for gender–brain research is profound. If a researcher uses brain scanning methods (such as
fMRI) with a sample of college students and finds that region X “lights up” more for men doing math
problems than for women doing math problems, there is no way of telling whether it is because there are
innate, hardwired, unchangeable male–female differences in region X or because men have had more

experiences that use region X (see Figure 10.2). As an example, 10-year-old Ahmad and his father spend
about a half hour every evening out in the backyard tossing a baseball back and forth. They both enjoy it.
Katie, the 10-year-old who lives next door, does not toss a baseball with her father at all. He never suggested
it. Neural circuits are forming in Ahmad’s brain that are not forming in Katie’s, and it isn’t because they were
born that way; it’s because they are having different experiences.

Figure 10.2 Neural plasticity: If a researcher uses fMRI and finds that a region “lights up” more for men doing
math problems than for women, we can’t infer that those differences are hardwired. They might be due to
differential experiences that caused men to use that region more than women.

Source: Adapted from Scherf, Elbich, & Motta-Mena (2017).
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Feminist Criticism

Books such as Louann Brizendine’s (2007) The Female Brain become best sellers. Brizendine claims that there
are hardwired differences between male and female brains that create all sorts of psychological effects such as
men’s purported inability to understand emotions and women’s purported innate skill at doing so. These
arguments, of course, fly in the face of modern neuroscience and the concept of plasticity, but these books sell
like hotcakes. Why?

Cordelia Fine (2008) has coined the term neurosexism for what is going on. Somehow, neuroscience research
using measures such as fMRI seems more real and authoritative than other research (Beck, 2010). It has
become the new way to dignify old-fashioned sexism and stereotypes, for example, that women are emotional
and men are unemotional and very rational. The average reader is not a neuroscientist, hasn’t heard of neural
plasticity, doesn’t know the limitations of fMRI research, and doesn’t know how ridiculous these claims are,
so they accept the ideas gladly and find their stereotypes confirmed.

Neurosexism: Claims that there are fixed differences between male and female brains and that these differences explain women’s
deficits in performance or why they should occupy certain roles and not others.

The Brain Mosaic

Feminist neuroscientist Daphna Joel, based on research with thousands of human brains, has discovered an
entirely different way to think about male and female brains. She calls the human brain a gender mosaic (Joel et
al., 2015). Her research uses MRI scans of multiple brain regions, assessing the volume of each. Each region is
then classified as female-leaning if, on average, it is larger in women, and male-leaning if it is larger in men.
Regions that don’t show a male–female difference are termed intermediate. Her discovery is that most people
have brains that are a mosaic of female-leaning, male-leaning, and intermediate regions (see Figure 10.3).
Very few women have brains with all female-leaning regions, and very few men have brains with all male-
leaning regions. This research contradicts beliefs that there is a “male brain” and a “female brain.” Most brains
are gender mosaics or, to use a term usually used for genital structures, most brains are intersex. As Daphna
Joel says, there is not a male brain and a female brain; there are human brains.

Figure 10.3 A brain mosaic.
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Source: Image courtesy of Ann Fink.

Transgender and the Brain

Scientists have wondered whether there might be brain differences between transgender individuals and
cisgender individuals that would, at least in part, account for the psychological differences. Like the genetic
research described earlier in the chapter, this research has focused specifically on trans men and trans women,
who are a subset of trans persons.

The background for the research is that it has been based on the assumption that there are clear differences
between human male and female brains and it has tried, for example, to see whether trans women have brains
that are more male-like or female-like. The problem with these assumptions, as we have seen, is that
differences between men’s and women’s brains are not all that clear or pronounced. But let’s continue with
this strain of research.

Research that looks at brain volume in untreated (have received no hormone or surgical treatments) trans
women shows that their brain volume does not differ from that of cisgender men (for a review of this and the
points that follow, see Guillamon et al., 2016). That is, their brain volume matches their gender assigned at
birth. Similar research on trans men is in short supply, so we can’t reach strong conclusions.

When considering specific brain regions, the idea behind the research is that, for some regions of cisgender
brains, men have the larger region, denoted M > F (“masculine” regions), and for other regions, women on
average have the larger region, denoted F > M (“feminine” regions). The major review on the question
concluded that trans women have brains that are a complex mixture of masculine, feminine, and neutral
regions (Guillamon et al., 2016; see also Smith et al., 2015). But, of course, that is exactly what Daphna Joel
concluded about the brains of cisgender men and women, and the findings of gender mosaic brains. As of
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now, it is not clear that there are major differences between the brains of trans women and cisgender men, and
there is little research on trans men. This pattern is true in many other areas of transgender research—trans
women have been studied much more than trans men. Why do you think this has occurred?

What happens, then, when transgender folks receive hormone treatments to make their transition? Trans
women receive estrogen plus anti-androgens, and trans men receive testosterone. Longitudinal studies of trans
women find that, pretreatment, their brain volume matches their natal gender, male. After 4 months or more
of hormone treatment, brain volume decreased and was more in the female range (Guillamon et al., 2016).

This research is very new and is generally based on small samples. It certainly does not warrant a conclusion
such as “The difference between transgender women and cisgender men is in brain region X.” Moreover, the
research we have seen in this chapter on the similarities between cisgender women’s and cisgender men’s
brains should make us skeptical about whether there will be clear brain markers in transgender persons.

Experience the Research: Biology and Gender Differences in the Media

Search through back issues of Time, the New York Times, U.S. News & World Report, or news websites such as Huffington Post to find
at least two articles that report on gender differences. Do the articles report on a psychological gender difference or a biological one?
If it is a psychological gender difference, what explanation does the author of the article offer? Does the author imply that it is
biologically caused or environmentally caused, or is there a balanced discussion of both possibilities? If the article is about a biological
gender difference, what is it? Is the information consistent with what you have learned in this chapter?

Chapter Summary

Sex-linked traits are controlled by genes on the X chromosome and, occasionally, on the Y chromosome, which is smaller and
contains relatively few genes. The SRY gene is on the Y chromosome. The field of genetics is much less deterministic than it was
previously because of the discovery of epigenetics—changes in gene expression caused by factors other than DNA.

To date, despite research attempts, genetic differences between transgender and cisgender individuals have not been identified.

Men and women differ in a few basic physiological processes including, especially, metabolism and drug absorption, and these
differences have implications for health. There are also differences between women and men in the immune system.

Testosterone (produced at higher levels in male bodies) and estrogen and progesterone (produced at higher levels in female bodies)
may have organizing effects (due to prenatal exposure) or activating effects (due to exposure in adulthood). The process of prenatal
gender differentiation begins with XX or XY chromosomes. The Y chromosome contains the SRY gene, which causes the
production of TDF, which directs the gonads to become testes. In the absence of a Y chromosome, ovaries result. The gonads then
secrete sex hormones, which cause additional differentiation of reproductive structures.

Congenital adrenal hyperplasia is a condition in which genetic female fetuses are exposed to high doses of androgens prenatally,
creating genital structures that are intersex.

In adulthood, sex hormones can have activating effects on aggressive behavior and sexual behavior, although the effects are probably
weak in humans compared with animals. Feminist scientists encourage more complex hormone models in which hormones influence
behavior but behavior and experience also influence hormone levels.

Gender differences in brain size are proportional to gender differences in body size. The same is true of specific regions, such as the
amygdala and the hippocampus. The hypothalamus does differ between men and women, particularly in estrogen sensitivity due to
estrogen receptors. Despite hypotheses about gender differences in brain lateralization, research shows no gender difference.

Neural plasticity refers to the fact that the brain changes in response to experience. It is not “hardwired.”

New research shows that the brain is a gender mosaic; each person has a mixture of regions that are male-leaning, female-leaning,
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and intermediate. This research defies the notion of a “male brain” or “female brain.”

Neuroscientists have attempted to identify differences between the brains of transgender and cisgender individuals but, at this point,
they have not succeeded.

Suggestions for Further Reading

Eliot, Lise. (2009). Pink brain, blue brain: How small differences grow into troublesome gaps—and what we can do about it. Boston, MA:
Houghton Mifflin. Eliot, a respected neuroscientist, reviews the evidence on male-female brain differences and other possible
biological influences on behavioral gender differences.

Fine, Cordelia. (2017). Testosterone rex: Myths of sex, science, and society. New York, NY: Norton. Fine is a wonderful writer, and this
book provides a feminist critique of many biological explanations for gendered behavior.

Zuk, Marlene. (2002). Sexual selections: What we can and can’t learn about sex from animals. Berkeley: University of California Press.
This book is a great example of feminist biology by animal behaviorist Zuk. With an enjoyable writing style, she considers what
biology and feminism have to offer each other, and gives detailed examples of how scientists’ observations of animal behavior have
been biased by gender stereotypes.
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Chapter 11 Psychology, Gender, and Health

Outline

1. Gender and Health
a. Women and the Health Care System
b. Transgender Persons and the Health Care System
c. Health Issues at the Intersection of Gender, Ethnicity, and Class

2. Menstruation
a. Biological Aspects of the Menstrual Cycle

Focus 11.1: Gender and Infectious Disease
b. Dysmenorrhea
c. Psychological Aspects of the Menstrual Cycle
d. The Social Construction of PMS
e. Practical Implications

3. Menopause
a. Physical and Psychological Changes
b. Treating Menopausal Symptoms

4. Reproduction and Health
a. Contraception
b. Pregnancy
c. Childbirth
d. Abortion
e. Miscarriage
f. Infertility

5. Breast Cancer
Focus 11.2: Health at the Intersection of Gender and Disability
6. HPV and Cervical Cancer
7. Trans Health Issues

a. Medical Transition
b. Surgical Transition

Experience the Research: Women’s Experience of PMS
8. Chapter Summary
9. Suggestions for Further Reading

An important component of the feminist movement has been the women’s1 health movement. The basis for
the women’s health movement has been a belief that when women know more about their bodies, they are
empowered by that knowledge and can make well-informed health choices. One of the best books to come
out of that movement is Our Bodies, Ourselves, written and regularly updated by the Boston Women’s Health
Book Collective (1972, 2011).
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1. This chapter focuses on physical health, and we use women throughout to refer to people with any
combination of the following organs: a uterus, vagina, clitoris, and so on. Here, women is not used to refer to
people’s gender identity. Thus, this chapter generally focuses on the health of cisgender women, a subset of
transgender men who have female organs, nonbinary individuals who were assigned a female gender at birth,
and a subset of transgender women who have sought medical or surgical transition.

In this chapter we discuss some of the health topics that are specific to women. These include the menstrual
cycle and reproductive health topics such as contraception, pregnancy, childbirth, abortion, miscarriage, and
infertility, as well as breast cancer and cervical cancer. We also review several health topics that are specific to
transgender people, such as pubertal suppression and gender-affirming surgery. We give brief information on
the physical and medical aspects of each of these topics and concentrate on the relevant psychological research
that has been conducted. Ideally, we would also include research on health topics for nonbinary people, such
as those who identify as genderqueer. However, almost no research has been conducted with these individuals.
Of course, some nonbinary people were assigned a female gender at birth and may have a vagina, uterus, or
other female reproductive organs. In certain cases, it may be possible to generalize very cautiously from some
research on individuals with female reproductive organs (e.g., cisgender women), but not always. It is
important that the experiences of nonbinary people be included in medical and psychological research.

First, let’s review the overall statistics on gender and health and how women and transgender persons fare in
the health care system.

Gender and Health

Women and the Health Care System

Feminists have long been critical of the treatment of women in the health care system (Landrine & Klonoff,
2001; Travis, 1988a, 1993; Travis & Compton, 2001). Among those criticisms are the following:

1. The physician–patient relationship reflects the subordinate status of women in society, with the
physician (usually male) having power and control over the female patient.

2. Historically, the medical profession actively discriminated against women as practitioners (Walsh,
1977). And while women now earn 48% of MD degrees (Association of American Medical Colleges,
2011), they still often receive their medical training in an atmosphere that is hostile to women. The
status of nurses (over 90% of whom are women) in relation to physicians also reflects the higher status of
male-dominated professions and the lower status of female-dominated professions (World Health
Organization, 2011). Moreover, among academic physicians, women are paid less than men, even after
taking age, experience, specialty, rank, and research funding and productivity into account (Jena et al.,
2016). Yet a recent analysis indicates that mortality and hospital readmission rates are lower for elderly
hospitalized patients with female physicians (Tsugawa et al., 2017).

3. Medical care offered to women is often inadequate, irresponsible, or uncaring. As many as 70% of
hysterectomies (surgical removal of the uterus) are unnecessary (Broder et al., 2000). Women are 55%
more likely than men to receive a prescription for an anti-anxiety drug or an antidepressant during an
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office visit with a physician (Simoni-Wastila, 1998; Svarstad et al., 1987), leading some to conclude that
women’s physical health problems are likely to be misdiagnosed as psychological.

4. Medical research conducted on women is often irresponsible or simply missing. For example, far more
contraceptives have been developed for women than for men, and thus the health risks associated with
them have been borne disproportionately by women. One notorious example is the Dalkon Shield, an
intrauterine device (IUD) that was withdrawn from the market after 17 women died of pelvic
inflammatory disease directly traceable to the IUD (Travis, 1988a). Class and ethnicity are also factors
relating to irresponsible medical research. For example, the initial field trials for the birth control pill,
whose risk was unknown at the time, were conducted among poor women in Puerto Rico. Yet women
often have not been included in clinical trials of drugs or other medical interventions, and even when
they have been, gender has not been analyzed, so it is impossible to tell whether the drug is as effective
in women as it is in men (Harris & Douglas, 2000; Melloni et al., 2010).

Hysterectomy: Surgical removal of the uterus.

Photo 11.1 Women now earn 48% of MD degrees but are paid less than their male counterparts.

©iStockphoto.com/Peopleimages.

Regarding the last point, these problems with clinical trials were documented in a scathing 1992 report by the
U.S. government’s General Accounting Office. A number of women in Congress successfully introduced
legislation, passed in 1993, requiring that clinical trials involving a disease found in both women and men be
carried out in a way that allows the researchers to determine whether the treatment affects women or members
of ethnic minority groups differently from others. Efforts such as this demonstrate how the women’s health
movement has fostered tremendous changes in health care policy (Helmuth, 2000).

Transgender Persons and the Health Care System

An important issue in gender and health is the treatment of transgender persons in the health care system.
Transgender women and men have unique health needs, many of which can be complicated by their
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experience of marginalization, prejudice, and discrimination. The following are some of the issues regarding
the treatment of transgender persons in the health care system:

1. Research on transgender health issues is limited (Stroumsa, 2014). Large-scale studies that assess the
risk for particular diseases or clinical trials of treatments within the transgender population remain
scarce. In particular, there is a serious need for evidence-based research on pubertal suppression (see
Chapter 7) and gender-affirming therapies for transgender persons, including hormonal therapy and
surgical therapy. Research on transgender health is necessary so that transgender persons can make
informed choices about their health care in consultation with their health care providers.

2. Of the existing medical research, transgender persons are often objectified and/or misgendered
(Stroumsa, 2014). In particular, medical research has long prioritized gender assigned at birth.

3. Structural factors—such as poverty, incarceration, and gaps in insurance coverage—limit access to health
care for multiply marginalized groups. For example, many insurance plans do not cover expensive
gender-affirming therapies, and transgender persons who are also low-income, incarcerated, or people of
color are especially likely to lack access to affordable and adequate health care. Indeed, a large-scale
national survey of transgender persons’ health needs, funded by the Network for LGBT Health Equity,
found that 19% of respondents lacked insurance coverage (Grant et al., 2011).

4. Discrimination and prejudice create barriers to health care for many transgender persons. The Network
for LGBT Health Equity study found that 19% of respondents reported that they’d been denied health
care because of their gender identity and that 28% had experienced verbal harassment in a medical
setting (Grant et al., 2011).

5. Access to gender-affirming therapy is limited by the shortage of medical doctors who are knowledgeable
about and comfortable providing care to transgender persons. One national survey found that nearly
two-thirds of transgender persons reported that their doctors were unaware of transgender health needs.
Currently, most medical school curricula do not address transgender health issues (Obedin-Maliver et
al., 2011).

Gender-affirming therapies: Medical care designed to assist individuals in adjusting their primary and secondary sex characteristics
to align with their gender identity. May include hormonal therapy, surgical therapy, or both.

For the health needs of transgender persons to be treated appropriately and sensitively, these concerns will
need to be addressed. The trans activist movement has fueled many recent changes in health care policy, some
of which were written into the Affordable Care Act—often referred to as Obamacare—which was signed into
law by President Barack Obama in 2010. For example, the health care law prohibits discrimination against
LGBT patients.
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Health Issues at the Intersection of Gender, Ethnicity, and Class

Feminist theory and intersectionality emphasize the importance not only of gender, but of ethnicity and social
class as well. That principle is important as we consider the health care system.

Around the world, being born female is dangerous to your health, especially if you are also poor. For example,
although pregnancy and childbirth are relatively safe in the United States—only 1 woman in 3,700 dies from
them—an African woman’s chance of dying from pregnancy or childbirth is 1 in 16 and an Asian woman’s is
1 in 65. Many of these deaths are due to poverty and lack of access to medical care. Malnutrition is a major
factor in pregnancy-related deaths and many other conditions as well. In many areas, when food is scarce, men
and boys receive the best and the most.

In the United States, boys and men have a higher death rate than girls and women at every age, from
conception to old age. More male than female fetuses are conceived, yet more male fetuses also die before
birth. At age 100, women outnumber men by a 5:1 ratio. A baby born in the United States today is expected
to live approximately 79 years (Arias et al., 2017). However, life expectancy varies considerably at the
intersection of gender and race/ethnicity. For example, the average life expectancy is approximately 81 years
for White women and 77 years for White men, but 78 years for Black women and 72 years for Black men.

Data on the 10 leading causes of death for women and men are shown in Table 11.1. You’ll notice striking
gender differences as well as gender similarities. Suicide and homicide are more common among men than
women, yet heart disease and cancer are the top two causes of death for both women and men in all ethnic
groups.

Cause is not in the top 10 for that group.
Source: Data from Kochanek et al. (2016).
Note: The U.S. government continues to categorize by race and Hispanic origin separately, such that Hispanic persons may also identify
as belonging to another racial/ethnic group. Data for White and Black persons are for persons of non-Hispanic origin only. Data for
American Indian and Asian/Pacific Islander persons include persons of Hispanic and non-Hispanic origins.
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Women of color have several special health concerns (Ro, 2002; Travis & Compton, 2001; Walters &
Simoni, 2002; Williams, 2002). For example, women of color experience higher rates of infant mortality than
White women. This in turn is related to higher rates of low-birth-weight babies among women of color. And
this in turn is related to more frequent adolescent childbearing among people of color. That is, adolescent
mothers are more likely to have low-birth-weight babies, who have a higher death rate.

Chronic diseases are more prevalent among women of color than among White women. Examples include
diabetes, high blood pressure, and heart disease.

Women of color are overrepresented among the poor. We have, then, a combination of sexism, racism, and
poverty contributing to reduced access to necessary health care. This in turn creates more health problems for
these women. There is an urgent need for equal access to health care.

In addition, research evidence demonstrates another health risk for multiply marginalized women: stereotypes
and discrimination. In one study, researchers used Claude Steele’s stereotype threat manipulation (discussed in
Chapter 3). African American and White college students were placed in either a stereotype threat condition
or a control condition and then worked on some difficult tests (Blascovich et al., 2001). African American
students under stereotype threat not only performed worse but also exhibited larger increases in blood pressure
compared with White or with African American students not under stereotype threat. And high blood
pressure is a major risk factor for heart disease.

In another study, African American and White women were asked to imagine that they had been wrongfully
accused of shoplifting in a department store and then to speak in their own defense (Guyll et al., 2001).
African American women, but not White women, reacted with elevated blood pressure. Stereotype threat and
incidents of discrimination may be chronic, repeated stressors that pose serious risks to one’s health,
particularly for women of color and poor women.

Menstruation

Biological Aspects of the Menstrual Cycle

The average female person is born with about 400,000 follicles in her ovaries, each containing an ovum.
During a menstrual cycle, one egg is released from a follicle, traveling down the fallopian tube for possible
fertilization and implantation in the uterus. Figure 11.1 shows a diagram of female reproductive anatomy.

Follicle: The capsule of cells surrounding an egg in the ovary.

Ovum: An egg.

We can separate the menstrual cycle into four phases, each describing the state of the follicle and ovum within
that phase (see Figure 11.2). The first phase is the menstrual phase, beginning on day 1. Yet, physiologically
speaking, it actually represents the end of the cycle. Next, extending from about day 4 to day 14 is the
follicular phase. During the follicular phase, a follicle matures and swells. The follicular phase ends when the
follicle ruptures and releases the egg; this marks ovulation and the beginning of the ovulatory phase. The next
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phase is the luteal phase, during which a group of reddish-yellow cells, called the corpus luteum, forms in the
ruptured follicle. Then, the menstrual phase begins again, marked by menstruation, when the endometrium
(i.e., the inner lining) of the uterus, which had built up in preparation for nourishing a fertilized egg, is
sloughed off. The days we provide are approximate, because every person’s menstrual cycle (more specifically,
their menstrual and follicular phases) varies in length. In general, if an egg is not fertilized, menstruation
begins 14 days after ovulation.

Follicular phase: The first phase of the menstrual cycle, beginning just after menstruation.

Ovulation: Release of an egg from an ovary.

Luteal phase: The third phase of the menstrual cycle, after ovulation.

Menstruation: A bloody discharge of the lining of the uterus; the fourth phase of the menstrual cycle.

Focus 11.1 Gender and Infectious Disease

Infectious diseases—such as HIV, diarrheal diseases, influenza and other respiratory diseases, and Ebola—are among the top 10
causes of death worldwide (World Health Organization [WHO], 2017). In lower-income countries, these diseases have especially
high and devastating death tolls. So what’s gender got to do with any of this?

Researchers at WHO (2011) provided a detailed framework for analyzing how gender and gender roles impact infectious disease
transmission and outcomes. They noted how it is crucial to consider not only biological aspects of gender but also psychological
aspects of gender when analyzing gender and infectious disease. For example, biological aspects of gender can influence immune
responses (see Chapter 10). Pregnancy is also included here; for example, during the 2009 H1N1 (swine flu) pandemic, pregnant
women in their third trimester were especially vulnerable to the disease (WHO, 2009). Psychological aspects of gender can also
influence infectious disease transmission and outcomes; these aspects include gender norms and behaviors, gendered division of
labor, and gendered access to and control over resources and decisions.

The WHO researchers described how these biological and psychological aspects of gender can influence disease transmission and
outcomes at four levels:

1. Vulnerability to infectious disease. Gender can affect our risk and vulnerability to specific infectious diseases, particularly
through the gendered division of labor. Consider, for example, how women are typically responsible for meal preparation. In
lower-income countries, solid fuels (e.g., wood, coal) are often used for cooking, which makes women in those contexts more
vulnerable to pneumonia and lower respiratory diseases (WHO, 2006).

2. Exposure to pathogens. Gender can influence our exposure to infectious disease. For example, because the female role typically
includes caring for sick relatives, women are more often exposed to pathogens. During the 2014–2016 Ebola outbreak in
West Africa, women’s traditional roles in caregiving, performing funeral rites, and cross-border trading resulted in more
women than men contracting and dying from the disease (Manivannan, 2015).

3. Response to illness. Gender can impact how individuals respond to illness, especially in obtaining access to health care. Here,
gender inequality has life-or-death consequences. For example, in many parts of the world, sons are more valued than
daughters and are thus given better access to health care. One study in India found that parents are more likely to vaccinate
boys than girls against diseases such as measles (Corsi et al., 2009). Similarly, gender inequality in household decision-
making power extends to health care; 54% of married women in South Asia do not have the ability to make decisions about
their own health (UNIFEM, 2009).

4. Effectiveness of public health interventions. To be effective, public health interventions must be targeted and communicated in a
way that is sensitive to gender. For example, if women are expected to be responsible for carrying out aspects of a public
health intervention—such as changes in cleaning the home, preparing food, or caring for children—then public health
officials need to communicate directly with those women. In some countries, this may involve taking into account restrictions
on women’s access to public spaces as well as their lower literacy rates.

Of course, good science is essential to our understanding of how the biological and psychological aspects of gender apply at each
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level of analysis. That means we need to collect data and compute statistics on gender and infectious diseases. However, many
communities and organizations responsible for such statistics do not take the psychological aspects of gender into account.

Figure 11.1 Schematic cross-section of the female pelvis, showing sexual and reproductive organs.

Figure 11.2 Changes in levels of estrogen and progesterone across the phases of the menstrual cycle.

© Cengage Learning 2013.

These cyclic phases are regulated by hormones that act in a negative feedback loop with one another (Figure
11.3), so the production of a hormone increases to a high level, producing a specific physiological change. The
level is then reduced through the negative feedback loop. Here we are concerned with two basic groups of
hormones—those produced by the ovaries, most importantly estrogen and progesterone, and those produced
by the pituitary gland, most importantly follicle-stimulating hormone (FSH) and luteinizing hormone (LH).
We also need to consider regulation of the pituitary by the hypothalamus, an important region of the brain on
its lower side (Figure 11.3), by gonadotropin-releasing hormone (Gn-RH). The overall pattern of the
negative feedback loop is that the activity of the ovary, including its production of estrogen and progesterone,
is regulated by the pituitary, which in turn is regulated by the hypothalamus, which is sensitive to the levels of
estrogen produced by the ovaries.

Follicle-stimulating hormone (FSH): A hormone secreted by the pituitary that stimulates follicle and egg development.

Luteinizing hormone (LH): A hormone secreted by the pituitary that triggers ovulation.
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Gonadotropin-releasing hormone (Gn-RH): A hormone secreted by the hypothalamus that regulates the pituitary’s secretion of
hormones.

The regulation of the menstrual cycle involves interactions among the levels of these hormones. The pituitary
secretes FSH, which signals the ovaries to increase production of estrogen and to bring several follicles to
maturity, thus initiating the follicular phase. The resulting high level of estrogen, through the feedback loop,
signals the pituitary to decrease production of FSH and to begin production of LH, whose chief function is to
trigger ovulation. Temporarily, FSH and LH induce even more estrogen production, which further lowers the
amount of FSH. At this point the level of LH spikes, causing the follicle to rupture and release the egg. The
corpus luteum then forms in the ruptured follicle. The corpus luteum is a major source of progesterone. When
progesterone levels are sufficiently high, they will, through the negative feedback loop, inhibit production of
LH and simultaneously stimulate the production of FSH, beginning the cycle over again.

Figure 11.3 Schematic diagram illustrating the negative feedback loops controlling hormone levels during the
menstrual cycle. FSH and LH are produced by the pituitary gland and influence production of estrogen and
progesterone in the ovaries. The hypothalamus is sensitive to levels of these hormones and, in turn, regulates
levels of FSH and LH.

Estrogen has a number of functions and effects in the body. It maintains the lining of the vagina and uterus
and provides the initial stimulation for breast growth. Its nonreproductive functions include increasing water
content and thickness of skin and slowing growth rate. At the beginning and the end of the menstrual cycle,
estrogen is at a low level. In between these two times, it reaches two peaks, one immediately prior to and
during ovulation, the other in the middle of the luteal phase (Figure 11.2).

Progesterone is especially important in preparing the uterus for implantation of the fertilized ovum and
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maintaining pregnancy. Because the corpus luteum is a major source of progesterone, progesterone level peaks
during the luteal phase and is otherwise low.

Dysmenorrhea

Painful cramps during menstruation are called dysmenorrhea. Some women get menstrual cramps regularly,
some women get them some of the time, and some women don’t get them at all. For those who do experience
dysmenorrhea, the menstrual phase can be a challenging time. It is very difficult for a person who does not
experience severe dysmenorrhea to understand precisely how it feels to those who do experience it. Traditional
medical remedies have not been completely successful in treating the problem. Over-the-counter drugs such
as Midol help some people some of the time, but they do not help everyone. For some, healthy habits—such
as adequate sleep, exercise, and a healthy diet—and managing stress may be helpful in limiting the pain.

Dysmenorrhea: Painful menstruation; cramps.

Menstrual cramps are caused by prostaglandins, hormone-like substances produced by many tissues of the
body, including the lining of the uterus (Deligeoroglou, 2000). Prostaglandins cause smooth muscle to
contract and can affect the size of blood vessels. Women with severe menstrual pain have unusually high levels
of prostaglandins. The high levels cause intense and painful uterine contractions; these contractions in turn
choke off some of the uterus’s supply of oxygen-carrying blood, which only increases the pain. Prostaglandins
may also cause greater sensitivity in nerve endings. The combination of the uterine contractions, lack of
oxygen, and heightened nerve sensitivity produces cramps.

Prostaglandins: Hormone-like biochemicals that stimulate the muscles of the uterus to contract.

As a result of this analysis of the causes of cramps, antiprostaglandin drugs are now used in treatment. The
drug is mefanamic acid and is sold under brand names such as Ponstel. Other, similar drugs are Motrin,
Naprosyn, and Anaprox.

Psychological Aspects of the Menstrual Cycle

The perception that girls and women experience personality or mood changes depending on the phase of their
menstrual cycle is common. Yet, do empirical data support this notion? Here we will examine the evidence on
the nature and extent of these moods and behavior shifts and their relationship to the hormone cycles
occurring during the menstrual cycle.

One approach to this question is to ask women to report retrospectively their symptoms and moods at various
phases of the cycle. Unfortunately, such studies are largely useless because retrospective accounts, particularly
of such subjective phenomena as moods in relation to one’s menstrual cycle, are notoriously unreliable and
have not been demonstrated to correlate with other indicators of premenstrual symptoms (Haywood et al.,
2002; Marván & Cortés-Iniestra, 2001).

Another approach is to ask women to complete daily diaries throughout the cycle. Ideally, this is done across
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several menstrual cycles in a diverse sample of women. For example, one well-designed study followed a
random sample of Canadian women between the ages of 18 and 40 for 6 months (e.g., Romans et al., 2013;
Romans et al., 2017). Participants were given smartphones and completed surveys on their moods, health,
stress, and social support at the same time each day. The researchers also asked the women each day if they
had gotten their period, and then determined women’s menstrual phases based on that information. The
results showed that fluctuations in some of the women’s moods (e.g., sadness, irritability) were greater during
the menstrual and premenstrual phases than during midcycle. Yet these effects were very small. By contrast,
women’s reports of stress, health, and social support had much larger correlations with their mood
fluctuations. And while women’s reports of feeling like they wanted to cry were higher during the
premenstrual and menstrual phases, there were no differences in actual crying. In sum, the results of the
research suggest that there are small fluctuations in mood corresponding to the phases of the menstrual cycle,
at least in some women, but that factors such as stress, health, and social support are more important.

Might these mood changes somehow be linked to changes in hormone levels occurring during the menstrual
cycle? For example, it seems that high levels of estrogen (at ovulation) might be associated with positive
moods, but low levels of estrogen and progesterone premenstrually might be associated with negative moods.
Yet, this conclusion has long been criticized on a number of counts (Hardie, 1997; Parlee, 1973; Stanton et
al., 2002). First, virtually all of the data (with some exceptions discussed below) presented to support this
conclusion are correlational; correlation does not imply causation. In other words, the data simply demonstrate
a correlation between cycle phase or hormone levels and mood, but they cannot tell us that hormones actually
cause or influence mood. Indeed, we could just as easily conclude from these data that the direction of
causality is the reverse—that psychological factors affect hormone levels and menstrual cycle phase.

One approach in responding to the issue about correlational data involves examining how oral contraceptives
—which involve altering the monthly cycles of estrogen and/or progesterone—might shape the links between
moods and menstrual phase. Oral contraceptives may be monophasic (pills that provide a steady high dose of
both estrogen and progestin, a synthetic progesterone, for 20 or 21 days) or triphasic (pills that provide 15 days
of estrogen, followed by 5 days of estrogen-progestin, similar to the natural cycle, but at higher levels). A
review of such studies found that women taking triphasic pills show the same kinds of mood changes as
women not taking any oral contraceptives (Oinonen & Mazmanian, 2001). Because triphasic pills produce an
artificial hormone cycle that parallels the natural one, these findings suggest that monthly hormone
fluctuations may be linked to mood fluctuations. Moreover, monophasic pill women tend to show greater
mood stability compared with triphasic pill and nonpill women. Therefore, it appears that the steady high
level of both hormones leads to a steady level of mood.

A second criticism of this area of research is that the term premenstrual syndrome (PMS) is poorly defined.
For example, the range of symptoms is broad, including a variety of physical, psychological, and behavioral
features. In addition, which days of the cycle count as “premenstrual”? It would be worthwhile to know what
proportion of women experience premenstrual symptoms, but because the concept is so poorly defined,
estimates of this proportion vary from 25% to 80% (Stanton et al., 2002). In view of the vagueness of the
definition, it is not surprising that these estimates are not consistent, and until the “syndrome” is more clearly
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defined, we can have no really accurate estimate of its incidence. At least from these data it seems fair to
conclude that premenstrual syndrome is far from universal among women.

Premenstrual syndrome (PMS): A combination of severe physical and psychological symptoms (such as depression) occurring in
some women for a few days before menstruation.

A third problem with this area of research has to do with participants’ expectations. Many women are
socialized by various forces (e.g., menstrual drug ads) to expect to feel more negative feelings premenstrually.
In turn, those expectations may shape how women perceive or attribute their moods (Romans et al., 2017).

A subtle problem of interpretation exists in menstrual cycle research. A typical conclusion is that symptoms
increase or that mood is negative premenstrually. Perhaps, however, the premenstrual state is the usual one,
and what occurs is really a decrease in symptoms, or a positive mood shift, at ovulation. This is essentially a
problem of establishing a baseline of behavior—and what should that be? Should it be the average for men?
Or are men irrelevant to this research? These are complex questions.

Also noteworthy are the tremendous cultural influences on menstrual cycle mood shifts (Woods et al., 1995).
In many societies and religions, a menstruating woman is seen as unclean, and many taboos arise to prevent
her uncleanness from spreading to others (Golub, 1992). For example, she may not be permitted to cook
while menstruating, or she may even be isolated from the rest of the community in a separate hut outside the
village. Such superstitions become subtler in modern America, but they still persist. For example, many
women abstain from sexual activity during their periods. There is also considerable evidence of cultural
influences on menstrual distress. An analysis of over 200 advertisements for menstrual products in popular
women’s magazines indicated that the common theme was heightening insecurities (Simes & Berg, 2001).
The ads talk about the possibility of “accidents,” embarrassment, “getting caught” having your period (i.e.,
others find out), feeling dirty or unclean, and odor. Drug ads, of course, emphasize pain and their products’
ability to relieve PMS. The sign over the aisle in Walgreen’s calls them “feminine hygiene” products
—“hygiene” meaning practices such as cleanliness that preserve health. If a menstruating woman has to use
hygiene products, she must be unclean. Is all this so different from the menstrual hut?

Photo 11.2 Does advertising for menstrual drugs contribute to the social construction of PMS?

Copyright © Amy Etra/PhotoEdit

Just as feminist approaches to science often highlight alternative interpretations of phenomena, the
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perspectives of different ethnic groups can suggest new interpretations. For example, many American Indian
women believe that menstruation is a time of centering and balancing oneself (Hernandez, 1990). The
menstrual flow out of the body washes away impurities and the negative things that have occurred during the
month. Reflecting their close connection to nature, American Indian women refer to the menstrual period as
being “on the moon,” which is considered a positive time.

The Social Construction of PMS

The diversity of women’s premenstrual experiences across cultures and history supports a feminist
interpretation that premenstrual syndrome is socially constructed. As we discussed in Chapter 6, the
expression of emotions is carefully regulated by gendered display rules. For most emotions—love, sadness—it
is far more acceptable for women to express them than for men. Anger is an exception. The expression of
anger by men is tolerated; it is not for women. The expression of anger by women is socially unacceptable in
large part because it interferes with the performance of their gender role, which requires nurturance and
emotional support to others. Nonetheless, many women have plenty to be angry about—lower status jobs,
unequal pay for equal work, and gender-based violence, for example.

So, while many women feel angry or irritable, expressing or even feeling these emotions is a serious deviation
from social norms. This creates the need for a socially acceptable explanation for their emotions. Enter PMS.

From a psychological or social constructionist point of view, PMS can be seen as an attribution for particular
emotions (attributions for emotions were discussed in Chapter 6). A woman experiences or expresses a
particular emotion. To what does she attribute it? If the emotion is a socially unacceptable one, such as anger
or irritability, she and others seek a socially acceptable attribution, and society makes PMS a readily available
attribution. Magically, she isn’t really angry; she is just in that temporary state of insanity, PMS. With a single
stroke of attribution, her emotion no longer violates social norms, but at the same time, any real feelings of
true anger she may have, perhaps toward her husband or her boss, are also brushed away. So, while her anger
becomes temporarily acceptable, it remains impotent and ineffectual.

Practical Implications

In assessing the practical implications of research on mood shift and menstrual phase, some important
considerations should be kept in mind. First, the magnitude of the mood shift depends on the individual
woman. Certainly in practical situations, the magnitude of the mood shift is most significant. For instance, it
is much more essential to know that a particular woman experiences mood shifts so small as to be
unnoticeable in her work and interpersonal relations than it is to know that she experiences slight mood shifts
detectable only by sensitive psychological tests. Hence the most important characteristics are individual ones,
just as they are for men.

Second, in making practical decisions about hiring people, performance is certainly more crucial than mood.
Research on performance—such as intellectual or athletic performance—generally shows no fluctuations over
the cycle (Golub, 1992; Stanton et al., 2002). Research has found no fluctuations in academic performance,
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problem solving, memory, or creative thinking (Golub, 1992). Thus there is no evidence of cycle fluctuations
in the kinds of performance that are important on the job.

In one particularly interesting study, female pilots were tested in a flight simulator to assess their performance
in the mid-luteal and menstrual phases (Mumenthaler et al., 2001). The results indicated no significant
difference between performance in the two phases and no significant correlation between performance and
estradiol (an estrogen) or progesterone levels. The flying public should be happy to know about this one.

There’s one exception to this pattern, however. Some studies have found menstrual cycle fluctuations in three-
dimensional spatial ability (Hausmann et al., 2000; McCormick & Teillon, 2000; see Chapter 8 for more on
spatial abilities). Spatial test performance is highest during menstruation, when estradiol and progesterone
levels are low. Interestingly, spatial performance is positively correlated with women’s testosterone levels and
negatively correlated with their estradiol levels (Hausmann et al., 2000). In addition, one study found that
women’s spatial scores during the menstrual phase did not differ significantly from men’s (McCormick &
Teillon, 2001).

In summary, the research suggests that menstrual cycle changes in hormone levels are linked to mood
fluctuations in at least some women. Women show substantial variability in these menstrual cycle–mood
relationships (Kiesner, 2011). Importantly, there is no evidence of fluctuation in performance. The existing
research has many problems: Most of it is correlational in nature, and expectations complicate interpretations.
Cultural factors may also contribute to mood shifts.

Menopause

Physical and Psychological Changes

As women age, their ovaries also age and reduce their production of estrogen. In turn, ovulation and
menstruation ceases. After 12 months of amenorrhea (the absence of menstrual periods), a woman is
considered to be menopausal. On average, menopause (the cessation of menstruation) begins around age 51.
A number of symptoms may occur at this time, including vasomotor symptoms (e.g., “hot flashes,” night
sweats), vaginal dryness, and sleep difficulties (Al-Safi & Santoro, 2014).

Amenorrhea: The absence of menstrual periods.

Menopause: The cessation of menstruation.

How common are these symptoms? The Study of Women’s Health Across the Nation studied over 16,000
American women from diverse racial/ethnic groups during the menopausal transition. About 60% to 80% of
those women reported experiencing vasomotor symptoms, peaking just before actual menopause (Gold et al.,
2006). While vasomotor symptoms are experienced across racial/ethnic groups, the rates are highest among
African American women (Gold et al., 2006). In addition, the study found that sleep difficulties occur in
nearly 40% of women during the menopausal transition (Kravitz et al., 2003). For most women, these
symptoms subside within a few years.
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Just as there is a stereotype that the menstrual cycle affects mood, there is a stereotype that menopausal
women are depressed and irritable. Yet the evidence indicates that depression incidence is no higher during
menopause than at other times in a woman’s life (Avis, 2003). For women who do experience depression
during the transition to menopause, vasomotor symptoms and sleep difficulties appear to be responsible
(Bromberger et al., 2007; Shifren & Schiff, 2010).

In general, the evidence indicates that menopause does not bring on an avalanche of problems, whether one
looks at well-sampled studies of middle-aged women or compares middle-aged women with other age-
groups. A few limited symptoms do appear, particularly hot flashes and sleep difficulties.

Treating Menopausal Symptoms

Some menopausal symptoms appear to be related either to low estrogen levels or to hormonal imbalance.
Evidence for this point of view comes from the success of estrogen replacement therapy (ERT, such as
Premarin) and hormone replacement therapy (HRT, such as Prempro), which involves both estrogen and
progesterone, and possibly testosterone as well. HRT is successful in relieving low-estrogen menopausal
symptoms such as hot flashes, night sweats, osteoporosis (brittle bones), vaginal discharges, and vaginal
dryness (Shifren & Schiff, 2010; Wright et al., 2002). Osteoporosis increases the risk of broken bones, such as
hip fractures, which may lead to death. Also, 80% of people with osteoporosis are women (Shifren & Schiff,
2010), so this is a serious women’s health issue.

Estrogen replacement therapy (ERT): Doses of estrogen given to some women to treat menopausal symptoms.

Hormone replacement therapy (HRT): Doses of estrogen and progesterone and possibly testosterone given to some women to treat
menopausal symptoms.

Yet each woman must weigh the possible benefits of HRT against the dangers. HRT increases the risk for
heart disease, breast cancer, and endometrial cancer, particularly for older women or after extended use (Chen
et al., 2002; Shifren & Schiff, 2010; Wright et al., 2002).

In a startling move in 2002, the National Institutes of Health (NIH) stopped a clinical trial of the HRT drug
Prempro with menopausal women (Enserink, 2002). The NIH did not stop the other treatment group in the
study, who were taking ERT only. The reason for the dramatic action was that women in the HRT group had
a higher incidence of heart attack, stroke, breast cancer, and blood clots, compared with the placebo control
group. That is, HRT was increasing rather than decreasing the rates of heart attack and stroke.

Does this mean that all women should stop HRT? Not necessarily. The ERT group was doing well, so no
concerns were raised about receiving only estrogen. The study was investigating long-term use of HRT and
stopped the HRT group at 5 years. Short-term use of HRT for 1 or 2 years is probably safe for most women.
Moreover, the increase in risk from HRT might seem small to women who are having serious difficulty with
menopausal symptoms. For example, women who become depressed after many months of hot flashes and
trouble sleeping show improvements in mood with HRT (Soares et al., 2001).

The picture on ERT and HRT is complex and speaks to the importance of individualized evaluation and
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treatment for each woman, taking into account her particular pattern of symptoms and how distressed she is
by them. Women who are otherwise at risk for heart disease, stroke, or endometrial or breast cancers—for
example, women who are overweight or who have a family history of one of these diseases—are generally
advised to consider alternatives to HRT (Shifren & Schiff, 2010). In sum, each woman must make this
decision for herself, in consultation with her health care provider.

We have a strong cultural bias toward expecting menopausal symptoms. Any quirk in a middle-aged woman’s
behavior is attributed to “the change.” It simultaneously becomes the cause of, and explanation for, all the
problems and complaints of the middle-aged woman. Given such expectations, it is not surprising that the
average person perceives widespread evidence of menopausal symptoms. Ironically, idiosyncrasies in women of
childbearing age are blamed on menstruation, whereas problems experienced by women who are past that age
are blamed on the lack of it.

Reproduction and Health

Contraception

Detailed information on the various methods of contraception is available elsewhere (e.g., Hyde &
DeLamater, 2017). Here our focus is on the psychological aspects of contraceptive use.

Each year in the United States more than 600,000 teenage girls become pregnant. About 2 in 10 White
women and about 4 in 10 Black and Latina women become pregnant by age 20. Nearly all of these
pregnancies are unintended. Although the rate of unintended pregnancies in the United States is down
overall, it is highest among poor women (Finer & Zolna, 2016). Contraception can be prohibitively expensive,
around $600 per year for oral contraceptives (i.e., the pill). We will return to this point shortly.

Even though many highly effective contraceptives are available, about 10% of women at risk of unintended
pregnancy (i.e., sexually active and not wanting to get pregnant) use no method of contraception (Daniels et
al., 2014). Among 15- to 19-year-olds, this proportion is 18% (Jones et al., 2012).

Around the world, contraception is a crucial women’s health issue. When women can plan their pregnancies
and space them farther apart, everyone is better off: Infant mortality declines and women’s physical and
mental health benefit (Guttmacher Institute, 2011; Sonfield et al., 2013). In addition, some contraceptive
methods (e.g., the pill, IUD) have numerous benefits beyond avoiding unintended pregnancy, such as
reducing dysmenorrhea, excessive menstrual bleeding, and acne (Jones, 2011).

Photo 11.3 Today, many highly effective contraceptives are available, but they can be costly.
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Unfortunately, millions of women who do not want to become pregnant do not use contraceptives, either
because they lack access or because they fear side effects or health risks (Sedgh, Ashford, et al., 2016). Many
of these fears are unfounded and stem from a lack of education about contraceptives. Cost can also be an issue.
Many contraceptive methods are expensive—especially when added up over many years of use. In the United
States, the Affordable Care Act originally required that private health insurance plans cover contraceptives.
However, the requirement for contraception coverage was eliminated by President Trump in October 2017.

Pregnancy

The 9 months of pregnancy are divided into three trimesters of 3 months each, and each has its own set of
physical and psychological developments. In the first trimester, the first issue is finding out that one is
pregnant. Home pregnancy tests—which work by detecting human chorionic gonadotropin hormone (hCG)
in urine—are widely available and generally accurate if done correctly. They are most accurate if done with
undiluted urine and after a period has been missed.

The first trimester is the time of morning sickness (feelings of nausea and sometimes vomiting, which actually
occur at any time of day), yet about 25% of women do not experience it. Fatigue is very common at this stage
and is often intense. The levels of estrogen and progesterone sharply increase as the developing placenta
vigorously produces both hormones. Although cultural myths describe pregnant women as either radiantly
happy or exceptionally moody, research in fact shows that pregnancy is a time of neither heightened well-
being nor heightened emotional turmoil (Striegel-Moore et al., 1996). Many women, though, feel anxious
about miscarriage.

As pregnancy progresses, most women feel an increasing attachment to the developing fetus. They may do
much to promote the health of the baby, such as eating well, not smoking, and maintaining a drug-free
lifestyle. They also imagine what their baby will be like and spend time preparing for the baby’s arrival. These
are all signs of maternal–fetal attachment (Salisbury et al., 2003).

During the second trimester, the woman’s belly begins to expand noticeably. She can also feel the fetus’s
movements; this experience of quickening can promote maternal–fetal attachment. Morning sickness has
probably disappeared, but the woman may experience edema—water retention and swelling—in areas such as
the ankles, feet, and hands. Psychologically, the second trimester tends to be relatively calm, with worries
about miscarriage past.

By the third trimester the belly—and the uterus inside it—are large, causing some women to feel awkward or
uncomfortable. The expanded uterus puts pressure on the lungs, causing shortness of breath, and on the
stomach, causing indigestion.

The physical and psychological changes of pregnancy are strongly influenced by many contextual factors in a
woman’s life: whether she wanted to become pregnant; whether she can afford to have a child; whether she
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can afford adequate, nutritional food for herself prenatally; and whether she has a supportive cohabiting
partner or spouse (Zimmerman-Tansella et al., 1994).

A feminist analysis of the experience of pregnancy is captured by one author: “I am not a patient, and I am not
a child” (Rudolfsdottir, 2000). In the United States and other Western nations, pregnancy has been
medicalized. As part of the process of medicalization, the physician is cast as the knowledgeable authority,
and the woman may be treated as a child, lacking the knowledge and ability to make good decisions herself.

Medicalization: The process by which normal life events or situations are defined and treated as medical conditions in need of
diagnosis and treatment.

Childbirth

Childbirth, too, has been medicalized, with an emphasis on giving birth in a hospital equipped with fancy
instruments and monitors. When one of us (JSH) was born in 1948, her mother had a general anesthetic and
missed the whole event. She was kept in the hospital for 2 full weeks afterward—partly because that was
typical for the time and partly because she was an “old” mother at age 35.

Since then, women have engaged in resistance against the medicalization. Beginning in the 1960s the Lamaze
method of childbirth became popular. It allows women to control the pain of childbirth and to give birth
while fully awake, with little or no use of anesthetics. Since then, other approaches to childbirth (e.g., the
Bradley method) have emerged. Home births and being under the care of a midwife rather than a physician
are also increasingly popular options today as women seek a less medicalized childbirth and more control over
their experience. With home birth, rates of obstetrical interventions are lower and rates of vaginal birth are
much higher than with hospital birth (Snowden et al., 2015). Planned home births can be a safe option for
women and their babies when their risk of complications is low (de Jonge et al., 2015). For the best outcomes,
each woman should make the many choices about childbirth methods and setting in consultation with her
health care provider.

Every birth is unique and shaped by multiple factors, including the woman’s health, her psychological and
emotional resources, the setting, the health care providers and social support that are present, and so on. The
goal is to have not just a healthy baby, but also a healthy mother. Each woman needs to discuss her options
with her health care provider and have the information to make childbirth choices that are the best fit for her
and her baby.

Childbirth occurs in three stages. In the first stage, the cervix must dilate to 10 centimeters. It is important to
remember that there is much variability from one birth to the next; just as every woman is unique, so is every
birth. Some women may take a few days to dilate the first 2 to 3 centimeters, perhaps feeling nothing, while
others may dilate more quickly. Getting from 3 to 10 centimeters is more intense, however, and can often take
8 hours or longer. This happens as uterine contractions are fueled by the release of the hormone oxytocin. At
the start of labor, these contractions typically feel like menstrual cramps, until they begin to rise and fall at
regular, predictable intervals. The pain of the contractions becomes intense and can be made worse by anxiety
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and dehydration. For some women, medical pain management is helpful at this stage.

Cervix: The lower part of the uterus, forming a passageway to the vagina.

Photo 11.4 A doula provides continuous physical, emotional, and informational support to a woman before,
during, and shortly after childbirth. Having a doula can improve birth outcomes.

Karl Gehring/Denver Post/Getty Images.

Having a doula present can be helpful with pain management, too, and may help reduce complications
(Hodnett et al., 2013). A doula provides continuous physical, emotional, and informational support to a
woman before, during, and shortly after childbirth. This might entail providing massage, reassurance, and
social support, as well as information about a woman’s options in childbirth. During this physically
demanding process, it’s especially important for the woman to feel supported and relaxed, and to stay as
hydrated and nourished as possible. A doula typically assists with those needs as well.

Doula: A trained professional who provides continuous physical, emotional, and informational support to a woman before, during,
and shortly after childbirth.

The second stage of labor involves the actual delivery of the baby. This can take a few minutes to a couple of
hours, depending on a variety of factors, including the position of the mother and the size and position of the
baby. After the baby has been born, the third stage—delivery of the placenta—occurs. This usually takes only
a few minutes and involves much less effort than the previous two stages.

In the postpartum period, many new mothers may feel overwhelmed by the immense responsibilities of the
maternal role; the physical changes of pregnancy, childbirth, and perhaps breastfeeding; and the sudden
deprivation of sleep. For women with adequate social support and financial resources to provide care for
themselves and their newborn, the stress and anxiety of the postpartum period are lessened. For women who
don’t have supportive partners or family members, or who must quickly return to work, the challenges of this
transition are exacerbated. While some degree of emotional ups and downs is common at this stage, more
severe experiences of irritability, anxiety, and sadness may be symptoms of postpartum depression. Postpartum
depression occurs in up to 19% of mothers, and women with a history of depression are at highest risk
(O’Hara & McCabe, 2013). The prevalence is higher among lower-income women, who also have reduced
access to treatment (Zlotnick et al., 2016). Postpartum depression can interfere with a mother’s ability to care
for herself and her newborn and, like depression at any stage in life, can be very dangerous if left untreated.
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Abortion

In the United States, 42% of unintended pregnancies end in abortion (Finer & Zolna, 2016). Each year, about
56 million abortions are performed worldwide (Sedgh, Bearak, et al., 2016). In the United States, the abortion
rate continues to decline; there were 926,200 abortions performed in 2014 (Jones & Jerman, 2017). About
three-quarters of the American women who choose abortion are low-income (Jerman et al., 2016). Yet,
because federal (and most state) Medicaid funds cannot be used to pay for an abortion, low-income women
often struggle to find the cash to pay for an abortion, which is typically around $500 during the first trimester.
Here we briefly discuss two methods: surgical abortion and medical abortion (see Hyde & DeLamater, 2017,
for a more complete discussion).

The most commonly used abortion method is surgical abortion (more specifically, vacuum aspiration). It is
done on an outpatient basis with a local anesthetic. The procedure itself takes only about 10 minutes and the
woman stays in the doctor’s office, clinic, or hospital for a few hours. The woman is prepared as she would be
for a pelvic exam, and an instrument is inserted into the vagina (Figure 11.4) to open her cervix. Next, a tube
is inserted through the cervical opening until one end is in the uterus. The other end is attached to a suction-
producing machine, and the contents of the uterus, including the fetal tissue, are sucked out. Vacuum
aspiration is a very safe procedure and is safer than pregnancy (Hatcher et al., 2004).

Vacuum aspiration: A method of surgical abortion that is performed in the first trimester.

Figure 11.4 In a vacuum aspiration abortion, a tube is inserted through the vagina and the cervix into the
uterus. The uterine contents are then suctioned out.

Within the first 10 weeks of pregnancy, a woman may choose a medical abortion. This involves taking a
medication (typically, mifepristone). The medication causes the lining of the uterus to be sloughed off. About
31% of abortions in the United States are medical abortions (Jones & Jerman, 2017). Medical abortion can be
done at home and is very safe (Ngo et al., 2011).

Women choose abortion for a variety of reasons. The most common reasons reported by women are that they
cannot afford financially to have a baby, that it is not the right time to have a baby, and that their partner is
not supportive of the pregnancy or that the relationship with their partner is unhealthy (Rocca et al., 2013). In
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short, women consider multiple aspects of their situation and take the decision seriously.

It is a commonly believed myth that having an abortion is an extremely stressful event that causes mental
health problems. Yet this myth has no scientific evidence supporting it. Reviews of research on the
psychological outcomes of legal abortion indicate that mental health problems are rare and that, in fact, most
women are more distressed before the abortion than after it (Adler et al., 1990, 1992; Adler et al., 2003;
Major et al., 2009). One large study found that the risk for psychiatric disorder did not increase in the year
following abortion, but did increase following childbirth (Munk-Olsen et al., 2011).

When evaluating the evidence about the psychological consequences of abortion, it is important to disentangle
women’s emotions about an abortion from those about an unwanted pregnancy. A well-conducted study of
ethnically diverse women obtaining an abortion found that women felt more regret, sadness, and anger about
the pregnancy than they did about the abortion (Rocca et al., 2013). Moreover, those women reported feeling
more relief and happiness about having an abortion than about having an unwanted pregnancy. Still, a mix of
negative and positive emotions was common. Recall that a feminist analysis reminds us to examine the social
context of women’s emotions. Among women who had made efforts to avoid getting pregnant (e.g., using
contraception), who had difficulty making the decision, or who felt their partner was not supportive of their
choice, there were higher levels of negative emotions after the abortion (relative to other women who’d
obtained an abortion). Nonetheless, 95% of the women reported feeling that having an abortion was the right
choice for them, even if they also felt some negative emotions.

Political bias has fueled abortion myths and plagued the research on women’s post-abortion mental health
(Joffe, 2013). The most widespread methodological flaws in abortion research have to do with finding an
appropriate comparison group, using valid measurement of psychological outcomes, studying diverse
populations of women, and accounting for women’s pre-abortion mental health. A review of the research on
the long-term psychological outcomes of abortion found that the poorest quality studies reported the worst
outcomes for women, while the highest quality studies reported better outcomes (Charles et al., 2008).

In the United States, many state legislatures have restricted women’s access to legal abortion, such as by
requiring waiting periods, mandating that women view fetal ultrasounds or hear fetal heartbeats, and lowering
the gestation limit (that is, denying access to legal abortion after a particular point in pregnancy). One analysis
found that, in 23 out of 33 states with laws requiring pre-abortion counseling, the laws required conveying
medically inaccurate and blatantly false information that, in turn, interfered with women’s ability to give
informed consent (Gold & Nash, 2007).

Thus, it is also important to consider the possible consequences of restricting abortion. What are the
implications for women who are denied abortion? One study compared women who obtained a legal abortion
just before the gestational limit in their state to women who were denied an abortion for seeking one after the
limit (Biggs et al., 2017). It found that women who were denied an abortion experienced more mental health
problems (such as depression and low self-esteem) initially, but that the two groups were comparable 5 years
later.
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We should also consider the psychological consequences for children whose mothers sought an abortion but
were denied one. In some countries, access to abortion requires obtaining official approval. In Czechoslovakia,
for example, researchers followed 220 children born to women who were denied abortion (the study group)
and 220 children born to women who had not sought an abortion (David, 1992; David & Matejcek, 1981;
David et al., 2003). The researchers followed the children from childhood through adolescence and into early
and middle adulthood. By age 14, 43 children from the study group, but only 30 from the control group, had
been referred for counseling. Although there were no differences between the groups in measured intelligence,
children in the study group did less well in school and were more likely to drop out. At age 16, the boys (but
not the girls) in the study group more frequently rated themselves as feeling neglected or rejected by their
mothers and felt that their mothers were less satisfied with them. When in their early 20s, the study group
reported less job satisfaction, more conflicts with coworkers and supervisors, and fewer and less satisfying
friendships. Several other studies have found results similar to the Czechoslovakian study (e.g., David et al.,
1988). These results point to the serious long-term psychological consequences for children whose mothers
would have preferred to have an abortion.

Abortion myths are linked to abortion stigma and the social judgment of women who have abortions. Out of
fear of judgment, many women keep their abortions secret (Harris, 2012), which can further fuel the stigma.
A review of studies on abortion stigma found that women who had abortions were afraid of social judgment
and felt a need for secrecy (Hanschmidt et al., 2016). In turn, keeping their abortion secret was linked to
increased psychological distress and social isolation.

In sum, scientific evidence indicates that legal abortion is safe for women. Yet there appear to be long-term
negative consequences for children born to women denied access to abortion. Abortion myths and stigma may
contribute to restrictions in abortion access and to women’s distress about abortion.

Miscarriage

Much like abortion, miscarriage is common but often kept a secret. Miscarriage refers the spontaneous
demise of a fetus before the 20th week of pregnancy; after 20 weeks, this is referred to as a stillbirth. About
half of all fertilized eggs die, but most of those miscarriages happen before a woman has missed a period.
About 20% of known pregnancies end in miscarriage, most often during the first trimester. Depending on
how early in pregnancy the miscarriage occurs, symptoms vary but may include painful cramping and
unusually heavy bleeding. In some cases, it may take weeks or require surgical or medical intervention to help
the woman’s body pass the fetal tissue. Although many women blame themselves for miscarrying, miscarriage
is most often the result of a genetic defect or chromosomal abnormality that prevents the fetus from
developing normally. Most women who miscarry go on to carry a healthy pregnancy to term.

Miscarriage: Spontaneous demise of a fetus before the 20th week of pregnancy.

Stillbirth: Spontaneous demise of a fetus after the 20th week of pregnancy.

Miscarriage is a potentially devastating experience; anxiety, depression, and even posttraumatic stress disorder
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are common and may last for 6 to 12 months or longer (Lok & Neugebauer, 2007). For many, a miscarriage is
experienced as the death of one’s child or a future child (Séjourné et al., 2010). Many women search for
deeper meaning in the experience (Nikčević & Nicolaides, 2014). Nonetheless, women’s psychological
experiences of miscarriage are diverse and depend on contextual factors, such as whether the pregnancy had
been planned or wanted (Shreffler et al., 2011). For women who do not want to be pregnant, a miscarriage
may come as a relief.

A review of qualitative research on women’s experiences of miscarriage revealed four major themes (Radford
& Hughes, 2015):

1. What I feel. Women described a need for recognition and acknowledgment of their emotions and
physical symptoms. Many women reported intense and deep feelings of isolation, loneliness, grief,
shock, denial, and bereavement. While others’ expressions of empathy were described as helpful, many
women felt abandoned by their health care providers after the miscarriage.

2. Care for me, communicate with me. Women described a need for communication and information about
the physical and emotional aspects of miscarriage and what to expect. They reported that the lack of
information made them feel helpless and that the situation was out of their control.

3. Me, my baby, and others. A loss of the rights and identity associated with motherhood and a sense of
personal failure were described. Women felt that others didn’t respond sensitively to the miscarriage, so
they were reluctant to discuss it.

4. Help me cope with the future. Women wanted guidance on how to move forward after the loss and
reported that the most helpful support came from other women who had miscarried.

In sum, miscarriage is common and yet rarely talked about. It can be a deeply distressing experience for
women and may be accompanied by physical trauma. The psychological consequences for some may last many
months or even years and depend on women’s social context.

Infertility

Having a sense of control over one’s childbearing is important to women. Just as the woman with an
unwanted pregnancy may feel distress about the options available to her, a woman who struggles to become
pregnant feels distress about her limited options. And just as abortion and miscarriage are rarely talked about
openly, infertility is often kept secret. See Chapter 7 for more discussion of infertility.

Breast Cancer

About one out of every nine women in the United States has breast cancer at some time in her life; it is the
most common form of cancer in this population. While it is rare in women under 25, a woman’s chances of
developing it increase every year after that age. Every year, about 41,000 women die of breast cancer in the
United States (U.S. Cancer Statistics Working Group, 2016). Although it is extremely rare for men to
develop breast cancer, about 450 men die of it each year.

Research on breast cancer among transgender men and women is scarce. The limited available research
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indicates that, while the occurrence of the disease in transgender people is very rare (Brown, 2015; Brown &
Jones, 2015), evidence-based screening guidelines are sorely needed (Pivo et al., 2017). It is unclear how the
risk for transgender men and women compares with that of cisgender women. Factors such as hormone
therapy (i.e., receiving testosterone or estrogen) may increase risk for both transgender men and women. For
transgender men, risk may also depend on whether and how much breast tissue patients have had removed
(Pivo et al., 2017). Conducting large-scale studies to estimate breast cancer risk and describe breast cancer
experiences among transgender men and women is crucial. Most of the available research has used samples of
cisgender women; thus, that research comprises our review.

Given that breast cancer is fairly common, doctors recommend that women should do a breast self-exam
monthly. For some transgender men, similar recommendations may be appropriate (Pivo et al., 2017). Given
that breast tissue changes across the menstrual cycle, premenopausal women should do the breast exam
midcycle (not during one’s period). Fear may prevent some people from doing a self-exam or from seeing a
doctor immediately when they discover a lump. This is unfortunate because the chances of recovery improve
when breast cancer is detected and treated early. Today, the majority of people who get breast cancer will
survive it, especially if it is discovered at an early stage.

Focus 11.2 Health at the Intersection of Gender and Disability

The U.S. government describes disability as including hearing difficulty, vision difficulty, cognitive difficulty, ambulatory difficulty
(e.g., having serious difficulty walking), self-care difficulty, and independent living difficulty. At the intersection of gender and
disability, there are considerable persistent inequities.

Over 20 million American women and girls live with a disability (U.S. Census Bureau, 2013). In nearly every racial/ethnic group,
women have higher rates of disability (Miles-Cohen & Signore, 2016). Moreover, relative to men with disabilities, their rates of
poverty are more severe (Nosek, 2016), which can contribute to and exacerbate health disparities.

Women with disabilities are more likely than nondisabled women to have inequitable and inadequate access to health care, increased
prevalence of complications, and diminished quality of life (Miles-Cohen & Signore, 2016). Relative to nondisabled women, women
with disabilities have reduced physical activity, higher rates of obesity, higher rates of chronic diseases such as asthma and diabetes,
and higher smoking rates (Parish et al., 2016). These are serious health disparities.

In many ways, women with disabilities experience double jeopardy in that they are marginalized because they are both women and
persons with disabilities. Similarly, queer or trans women with disabilities or women of color with disabilities may face triple
jeopardy. Their experiences as individuals belonging to multiply marginalized groups mean that, in many instances, they face
considerable barriers to adequate health care.

Women with disabilities may face architectural barriers to health care, such that health care facilities are not accessible. For example,
many women with ambulatory disabilities do not get regular Pap tests (discussed later in this chapter) because examination tables are
not accessible to them (Signore, 2016). Women with disabilities may also face attitudinal barriers, including discrimination and
stereotyping from health care providers (Saxton, 2016). Doctors and nurses might tell a patient that her health care needs are too
excessive and cannot be met. This is illegal; health care providers cannot deny care to someone because they have a disability.

Photo 11.5 More research on the health and health care needs of women with disabilities is needed.
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Researchers agree that there are at least two things we need to do to reduce these barriers for women. First, we need to conduct
much more research to learn about the health and health care needs of women with disabilities. There is scant research on the health
of queer or trans women with disabilities (Tarasoff, 2016) or women of color with disabilities (Correa-de-Araujo, 2016). Second, we
need to provide patient-centered, integrated care to women with disabilities. This refers to health care that is characterized by a great
deal of collaboration and communication among doctors, nurses, and psychologists.

Most breast lumps are benign. For example, some lumps may be cysts (fluid-filled sacs, also called fibrocystic
disease or cystic mastitis) or fibroadenomas. Thus, while the fear of cancer is understandable, it’s important to
remember that most lumps are not cancerous.

If breast cancer is diagnosed, what is the best treatment? Most often, some form of mastectomy (i.e., surgical
removal of breast tissue) is performed. In radical mastectomy, the most aggressive form of this treatment, the
entire breast as well as the lymph nodes and underlying muscles are removed. This method is more likely to be
used if the cancer has spread to the muscle and lymph nodes. In modified radical mastectomy, the entire
breast and lymph nodes, but not the muscles, are removed. In simple mastectomy, only the breast, and
possibly a few lymph nodes, is removed. In partial mastectomy, or lumpectomy, only the lump and some
surrounding tissue are removed.

Radical mastectomy: A surgical treatment for breast cancer in which the entire breast, as well as underlying muscle and lymph nodes,
is removed.

Lumpectomy: A surgical treatment for breast cancer in which only the lump and a small bit of surrounding tissue are removed.

Breast cancer rates, diagnoses, and treatment differ at the intersection of gender, race/ethnicity, and social
class. For example, while breast cancer is more common among higher-income women, lower-income women
and women of color have higher rates of mortality from it (Harper et al., 2009; Ward et al., 2004). White and
higher-income women have greater access to diagnostic tools, such as mammography, which aids in early
diagnosis and is key to survival. By contrast, for lower-income women and women of color, who have reduced
access to mammography, breast cancer is diagnosed at later stages, resulting in increased mortality. Although
clinics like Planned Parenthood provide free or reduced rates for mammography, women in rural communities
are often geographically isolated from such facilities.

With regard to the psychological consequences of breast cancer diagnosis and treatment, about 30% to 40% of
women report feeling increased depression and anxiety around the time of diagnosis (Compas & Luecken,
2002). It is important to note that there is great variation from one woman to the next. While the majority of
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studies show good adjustment after mastectomy (Helgeson et al., 2004), lumpectomy is associated with better
body image and sexual functioning postsurgery than more radical surgeries (Moyer, 1997).

Many women experience considerable psychological distress during the time from discovery of a lump
through diagnosis and treatment. It is important for them and their partners to have counseling available. In
many towns, the American Cancer Society organizes support groups for breast cancer patients. Today,
support groups are popular for dealing with just about every situation. As psychologists, we must raise this
question: Are support groups effective for breast cancer patients? One study compared the effects of peer
support groups for women with breast cancer with the effects of educational classes focused on relevant
information (Helgeson et al., 2000, 2001). While the peer support groups provided no benefits to quality of
life (compared with no intervention), the education intervention provided both immediate and long-term
benefits with quality of life. Peer support groups may be helpful to some women but may actually be harmful
to others so that, averaged over everyone, they appear to provide no benefit (Helgeson et al., 2000).

Breast cancer survivors are at increased risk for depression. For women who become depressed, cognitive
behavioral therapy with a trained therapist is very effective (Antoni et al., 2001; Antoni et al., 2006). This
form of therapy has been shown to result in lower depressive symptoms even 5 years later (Stagl et al., 2015).

Photo 11.6 Lower-income women and women of color tend to have reduced access to mammography, which
can aid in early diagnosis of breast cancer.

©iStockphoto.com/choja.

One study compared breast cancer survivors with matched controls (Cordova et al., 2001). The cancer
survivor group did not differ from the controls on measures of depression and well-being, indicating good
overall adjustment. The researchers went beyond studying possible problems of adjustment, also considering
the possibility of posttraumatic growth. Posttraumatic growth refers to positive life changes following highly
stressful experiences and appears to develop soon after a breast cancer diagnosis (Danhauer et al., 2013).
Breast cancer survivors showed significantly more posttraumatic growth than the controls, particularly in
relationships with others, appreciation of life, and spiritual growth. Humans are resilient, and we must remain
open to the potential for growth in the midst of trauma.

Posttraumatic growth: Positive life changes following highly stressful experiences.
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HPV and Cervical Cancer

Cervical cancer (i.e., cancer of the cervix) is far less common than breast cancer in the United States. For
example, in 2013, there were 11,955 new diagnoses of cervical cancer but 230,815 new diagnoses of breast
cancer (U.S. Cancer Statistics Working Group, 2016).

What is remarkable about cervical cancer is that doctors know what causes it. Cervical cancer is caused by the
human papillomavirus (HPV). There are multiple strains of HPV that are sexually transmitted, some of which
cause genital warts. Here we focus on the strains that cause cervical cancer; these strains are considered high
risk. While nearly all women will have an HPV infection at some point in their lives, most will not develop
cancer. This is because most HPV infections do not involve the high-risk strains.

It can be difficult to know if you or your partner is infected with HPV, but a simple, painless screening
technique can be used to detect HPV infection in women. The Pap (short for Papanicolaou) test involves
scraping cells from the opening of the cervix and examining those cells for abnormalities (see Figure 11.5).
Anyone with a cervix should have a Pap test done annually, up to age 65. If HPV is detected, it is typically
advised simply to monitor the infection, since most infections will clear up on their own. If the infection does
not go away on its own, gynecologists can treat the infection with a variety of procedures to prevent it from
developing into cervical cancer (National Cancer Institute, 2009).

Despite the availability of this highly effective screening technique, many women and transgender men with
cervixes do not routinely get screened for HPV (Agénor et al., 2014). Discrimination by health care providers
is one barrier to routine HPV screening. For example, one study found that lesbian, bisexual, and queer
women as well as transgender men who reported being discriminated against because of their gender
expression were more than three times less likely to get regular Pap tests (Johnson et al., 2016).

In addition, doctors may not perform Pap tests on lesbian women, mistakenly thinking that women need this
test done only if they have sex with men (Marrazzo, 2004). And some lesbian women think they don’t need to
be tested for sexually transmitted infections if they aren’t having sex with men (Marrazzo et al., 2005; Polek &
Hardie, 2010). In fact, being sexually active with anyone, regardless of their gender, increases risk for HPV
infection. Health care providers must also be welcoming and sensitive to the needs of transgender men and
nonbinary people who may have a cervix and who may feel uncomfortable or embarrassed requesting cervical
cancer screening (Johnson et al., 2016). If you have a cervix, you need to have regular Pap tests.

At the intersection of gender and class, financial barriers may limit access to Pap testing. Women of lower
socioeconomic status are less likely to be screened for HPV and cervical cancer (Selvin & Brett, 2003). Poor
women and women without health insurance may skip their annual Pap test because of the cost. Some clinics,
such as Planned Parenthood, offer free or reduced rates for cervical cancer screening. Yet if a person does not
live near such a clinic, they may not be able to access this health care.

Figure 11.5 Tools for a pap test, which detects HPV infection. Anyone with a cervix needs a regular pap test,
regardless of gender identity.
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Cervical cancer risk is higher among women of color than among White women (Rositch et al., 2014). The
incidence of cervical cancer is highest among Latinas (Ward et al., 2004), and the death rate from it is highest
among Black women (Beavis et al., 2017). These racial/ethnic disparities may also stem from the cost of HPV
screening.

Like all sexually transmitted infections, HPV carries a stigma. HPV stigma can be internalized, leading to
self-consciousness, shame, and embarrassment. Some women feel ashamed or embarrassed for having HPV
(Daley et al., 2010; Kahn et al., 2007). In turn, these emotions can prevent women from getting their annual
Pap test or from monitoring an existing infection. The stigmatization of HPV may also prevent some infected
people from telling their sexual partners about the infection, which increases the spread of HPV.

HPV is preventable. In 2006, the U.S. Food and Drug Administration approved two vaccines—Gardasil and
Cervarix—to prevent infection with two strains of HPV that cause 70% of cases of cervical cancer (Koutsky et
al., 2002). The Centers for Disease Control and Prevention recommends that all children (regardless of
gender) be vaccinated against HPV beginning at age 11 or 12. While public health efforts to vaccinate boys
and men were initially weaker than the efforts to vaccinate girls and women, this trend appears to be
changing. Men can develop oral, anal, or genital cancers from high-risk HPV, but their risk of developing
cancer from HPV is lower than women’s. Nonetheless, if men are not vaccinated against high-risk HPV, they
may transmit the virus to other unvaccinated partners.

The United States has very low HPV vaccination rates, with only 37.6% of girls and 13.9% of boys getting
vaccinated (Elam-Evans et al., 2014). There is controversy over vaccinating adolescents against a sexually
transmitted infection because some parents worry that the HPV vaccine may encourage youth to be sexually
active. There is no evidence that vaccination increases sexual activity.
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Trans Health Issues

Transgender people need health care for many of the same health problems that cisgender people have:
tobacco use, alcohol abuse, reproductive health, and cancer, as well as mental health issues (to be discussed in
Chapter 15). As discussed earlier, health care provided to transgender people in the United States is lacking.
Major barriers to adequate health care for trans people include social barriers such as the experience of
discrimination from health care providers (who need better education about trans issues), structural barriers
such as insufficient insurance coverage, and geographical barriers such as living in a rural community with
reduced access to adequate health care.

In addition, many transgender people desire gender-affirming therapies to make their body and presentation
match their gender identity. These and other components of health care are medically necessary for the well-
being of transgender people (Coleman et al., 2012). For example, voice and communication therapy may be
provided to help the person speak in the range typical for their gender identity and communicate nonverbally
in ways that match their gender identity (see Chapter 5). For some transgender women, facial hair removal by
electrolysis or other methods may be desirable. Supportive therapy for the transgender person and their family
may also be beneficial for reducing stress. Medical and surgical transition are also options. We briefly review
some of the interventions that may be used in medical and surgical transition for transgender women and
men.

Medical Transition

The medical and surgical transition, in which a person’s body undergoes a range of medical and surgical
interventions designed to match their gender identity, are important to many, but not all, transgender people.
A range of interventions is now possible, and different individuals will choose different interventions. The
World Professional Association for Transgender Health (WPATH) has set standards of care for transgender
people, including standards for medical treatment (Coleman et al., 2011; see also Hembree, 2009). Before
medical treatments can occur, assessment and referral by a mental health professional are required.

For early adolescents, pubertal suppression is a medical option that delays the onset of pubertal changes. As
discussed in Chapter 7, pubertal suppression buys some time for an adolescent to mature and make a well-
informed decision about whether to go through medical or surgical transition before endogenous puberty
starts. If the adolescent decides not to pursue transition, the pubertal suppression treatments can be stopped
and the effects reversed. However, if the adolescent decides to transition, the process will be simpler after
having prevented pubertal changes. For example, for a transgender man, mastectomy wouldn’t be necessary
because pubertal suppression would have prevented breast development. Preliminary evaluations of pubertal
suppression indicate that, in young adulthood, transgender individuals treated in this manner function as well
psychologically as cisgender individuals do, in contrast to the strong gender dysphoria they had before
treatment (de Vries et al., 2014).

Medical transition involves hormone therapy with estrogen (to feminize the body) or testosterone (to
masculinize the body) and may also include hormone blockers (e.g., to block the secretion of endogenous
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testosterone in transgender women). This type of therapy is only partially reversible and is typically applied
only with older adolescents (i.e., after age 16) and adults who are capable of making a definite decision about
wanting to transition. Transgender men may choose hormone therapy with testosterone, which can lead to a
deeper voice, growth in facial hair, growth of the clitoris or phallus, and a decrease in body fat percentage. The
testosterone, which is usually injected, typically causes menstruation to stop. For transgender women,
hormone therapy with estrogen results in breast growth, fewer erections, and increased body fat that creates
feminine curves.

While additional high-quality research on the effects of hormone therapies is needed, evidence suggests they
are beneficial for the well-being of transgender persons who receive them (White Hughto & Reisner, 2016).
In-depth discussion of the effects and experiences of hormone therapy and medical transition are available
elsewhere (e.g., Deutsch, 2014, 2016).

Surgical Transition

Surgical transition can include several types of surgical treatments. These treatments are irreversible and
should be chosen only by a mature adolescent over the legal age of consent or an adult. The typical
requirement is that the individual lives as a member of the gender with which they identify for at least 12
months, to ensure that the transition is truly workable and desirable. We introduce some of these treatments
here; in-depth discussion of the effects and experiences of surgical transition are available elsewhere (e.g.,
Chyten-Brennan, 2014; Deutsch, 2016).

“Top surgeries” involve surgical treatments to alter the chest. Some transgender men choose to undergo
reconstructive chest surgery, which involves the removal of breasts. Some transgender women choose to undergo
breast augmentation.

“Bottom surgeries” involve surgical treatments to alter the genitals or internal reproductive organs. For
transgender women, these surgeries may include penectomy (removal of the penis), orchiectomy (removal of
the testes), vaginoplasty (creation of a vagina from the skin of the penis), clitoroplasty (creation of a clitoris),
and vulvoplasty (other surgery to create a female-appearing vulva). For transgender men, bottom surgeries
might include removal of the uterus (hysterectomy), fallopian tubes, and ovaries; metoidioplasty or
phalloplasty (to create a penis); and scrotoplasty (creation of a scrotum and insertion of artificial testes).
Metoidioplasty involves releasing the clitoris, which enlarges with hormone therapy, to create a penis, whereas
phalloplasty involves creation of a penis from tissue such as the forearm. These penis-creating surgeries are
difficult and often not completely successful, so many transgender men decide against them.

According to research, the adjustment of transgender people who choose surgical transition is significantly
better following surgery. A review of studies of vaginoplasty in transgender women found that results vary in
terms of the functionality of the vagina, concluding that sexual function and patient satisfaction were
“acceptable” (Horbach et al., 2015). In one study, 86% of transgender women were satisfied with their surgery
to create a vagina, and 89% of transgender men were satisfied with their surgery to create a penis (De Cuypere
et al., 2005). Another study of transgender men and women found that none expressed regret about having
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chosen surgery (Johansson et al., 2010). In that sense, then, these gender-affirming surgeries are successful.

Still, it is important to note that many transgender people do not seek the full range of these medical and
surgical interventions. Some may choose to undergo some treatments but not others. For some, a social
transition seems to be all that is needed or wanted. And to the extent that people do not feel forced to fit into
one of the two gender binary categories, surgery may feel unnecessary.

Experience the Research: Women’s Experience of PMS

Interview four female friends on the topic of PMS. Ask each the following questions and record their answers:

1. Do you experience PMS?

[Continue with questions 2 through 7 if the answer is yes; use questions 8 through 11 if the answer is no.]
2. How do you define PMS?
3. What symptoms of PMS do you experience? Include both physical symptoms and psychological symptoms.
4. About how frequently do you experience PMS? That is, out of 10 menstrual periods, for how many of them do you

experience PMS?
5. About how long do the symptoms of PMS last for you? How many days before your period do they begin? For how many

days do they last?
6. How much does the PMS interfere with your functioning? Do you continue pretty much as you normally would, or do you

have to stay in bed for a while?
7. How do you treat the PMS? Do you take any medication for it? If so, what? Is it effective? What symptoms does it relieve? If

you do not take any medication, how do you try to relieve the PMS symptoms?

[This ends the questions for those with PMS.]
8. How do you define PMS?
9. Do you have any ideas about why you don’t have PMS?

10. Do you experience any symptoms or changes throughout your menstrual cycle? Do you experience any symptoms during your
menstrual period, such as cramps?

11. How do you feel about women with PMS?

What can you conclude from your interviews? How common is PMS? What are its symptoms? How do women cope with it? How
do they define it?

Chapter Summary

This chapter examined how women and trans people are treated by the health care system. At the intersection of gender, ethnicity,
and social class, health and health care are affected.

The evidence on whether women experience menstrual cycle fluctuations in mood and whether these shifts are caused by fluctuating
hormone levels was considered. Although many studies have been conducted on these questions, there are fundamental problems
with the research. Our conclusion is that some, though not all, women experience menstrual cycle fluctuations in mood. Moreover,
culture plays an important role in the construction of these experiences.

At menopause many women experience hot flashes, but research on psychological symptoms such as depression and irritability
indicates no increases compared with other stages of life. The physical symptoms such as hot flashes are related to declines in
estrogen levels.

Several topics under the broad umbrella of reproduction and health were reviewed. Worldwide, contraception is a major public
health issue for women. The ability to plan and space one’s pregnancies is crucial to one’s health. Pregnancy and childbirth are highly
medicalized health experiences. Feminists have advocated for women having greater autonomy and decision-making power during
these points in the lifespan.
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Research on the psychological consequences of having an abortion indicates that it is generally not a traumatic experience. However,
children born to women who were denied an abortion do show problems of adjustment.

Miscarriage is very common, yet rarely talked about. Many women experience miscarriage as the death of a future child, which can
be psychological and physically traumatic. We need to provide more sensitive care to women who miscarry.

Two types of cancer, breast and cervical, were discussed. Women with breast cancer are at increased risk for depression. Cognitive
behavioral therapy is effective for treating depression. Following treatment, most women do well psychologically, and there is some
evidence of posttraumatic growth.

Regular Pap tests and vaccination can help to prevent cervical cancer, which is caused by HPV. The stigma of sexually transmitted
infections can present a barrier to the screening and treatment of HPV as well as to disclosure to partners. Regardless of gender
identity, people with cervixes need regular Pap tests to screen for HPV and cervical cancer.

There are major barriers to adequate health care for trans people. Some trans people seek gender-affirming therapies to make their
body align with their gender identity. Medical transition and surgical transition are important to many, but not all, trans people.

In all of these cases, individuals should learn more about the functioning of their bodies to make informed choices about their health
care. It is also important to inform oneself about the psychological aspects of one’s health issues.

Suggestions for Further Reading

Boston Women’s Health Book Collective. (2011). Our bodies, ourselves: A new edition for a new era. New York, NY: Touchstone.
This is the latest edition of the classic and best book on women’s health.

Erickson-Schroth, Laura. (2014). Trans bodies, trans selves: A resource for the transgender community. New York, NY: Oxford
University Press. This is an accessible and detailed resource on health and sexuality written for transgender persons.

Hatcher, Robert A., Trussell, James, Nelson, Anita L., Cates, Willard, Jr., Kowal, Deborah, & Policar, Michael S. (2011).
Contraceptive technology (20th ed.). New York, NY: Bridging the Gap Communications. This is the authoritative book on
contraceptive methods, updated regularly.

Miles-Cohen, Shari E., & Signore, Caroline. (2016). Eliminating inequities for women with disabilities. Washington, DC: American
Psychological Association. This comprehensive book uses an intersectional approach to reviewing the research on women with
disabilities.
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Chapter 12 Gender and Sexuality

Outline

1. Physiology
a. Criticisms of the Masters and Johnson Model
b. Alternative Models
c. Clitoral and Vaginal Orgasm
d. Multiple Orgasms
e. Sexuality and Aging
f. The G-Spot

2. Psychological Aspects of Gender and Sexuality
a. Gender Differences in Sexuality
b. Sexual Development
c. Adolescent Girls, Desire, and First Intercourse
d. Hooking Up
e. The Sexuality of Transgender Persons

3. The Intersection of Gender and Race in Sexuality
4. Sexual Disorders and Therapy

a. Desire Disorders
b. Arousal Disorders
c. Orgasmic Disorders
d. Pain Disorders
e. Behavioral Therapy for Sexual Disorders

Focus 12.1: Women’s Sexual Problems: A New View
f. Additional Therapies for Women’s Sexual Disorders
g. Feminist Sex Therapy
h. Where’s the Female Viagra?

5. Gender Similarities
Experience the Research: Gender Differences in Sexuality
6. Chapter Summary
7. Suggestions for Further Reading

It is not coincidental that the women’s movement and the sexual revolution grew up together in the 1960s and
1970s. Historically, sex for women always meant pregnancy, which meant babies and a life devoted to
motherhood. For the first time in the history of our species, because of the development of highly reliable
methods of contraception, we are now able to separate sex from reproduction both in theory and in practice.
In the 1970s, because of advances in contraception, women came to see themselves as free to enjoy sex
without incurring a surprise pregnancy. The AIDS and herpes epidemics that began in the 1980s and 1990s
have complicated the picture of sexual freedom. Nonetheless, female sexuality has been let out of the bag and
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shows no signs of returning.

Physiology

Much of our contemporary knowledge of female sexual physiology is due to the pioneering work of William
Masters and Virginia Johnson (1966), which has been followed up by even more sophisticated research
(Meston et al., 2004).

We can think of sexual response as occurring in four phases, although these stages actually flow together. The

first phase is excitement. In women,1 the primary response is vasocongestion, which means that a great deal of
blood flows to the blood vessels of the pelvic region. A secondary response is the contraction of various muscle
fibers termed myotonia, which results, among other things, in erection of the nipples.

1 Here, again, we use women as shorthand for female-bodied persons.

Vasocongestion: An accumulation of blood in the blood vessels of a region of the body, especially the genitals; a swelling or erection
results.

Myotonia: Muscle contraction.

Perhaps the most noticeable response in the excitement phase is the moistening of the vagina with lubricating
fluid. This seems quite different from the most noticeable response in men, erection of the penis. In fact, the
underlying physiological mechanism is the same: vasocongestion. The lubrication that appears on the walls of
the vagina during sexual excitation results from fluids that have seeped from the congested blood vessels in the
surrounding region, through the semipermeable membranes of the vaginal wall. The physiological
underpinnings are the same in men and in women, although the observable response seems different.

In the excitement phase, a number of other changes take place, most notably in the clitoris. The clitoris,
located just in front of the vagina (see Figures 12.1 and 12.2), has, like the penis, a shaft with a bulb or glans
at the tip. The glans is densely packed with highly sensitive nerve endings. The clitoris is the most sexually
sensitive organ in the female body. In response to further arousal, the clitoral glans swells, and the shaft
increases in diameter, due to increasing vasocongestion. The clitoris is interesting because it is the only
exclusively sexual organ in the human body; all the others, such as the penis, have both sexual and
reproductive functions. The clitoris is purely for sexual pleasure.

The structure of the clitoris extends beyond the externally observable part (see Figure 12.3). Two crura—
longer, spongy bodies—extend from the shaft and run along either side of the vagina, under the major lips
(Clemente, 1987). Some refer to the entire structure as having a wishbone shape. These spongy bodies enlarge
during arousal.

The vagina also responds in the excitement phase. Think of the vagina as an uninflated balloon in the
unaroused state, divided into an outer third (or lower third, in a woman standing upright) and an inner two-
thirds (or upper two-thirds). During the successive stages of sexual response, the inner and outer portions
react in different ways. In the latter part of the excitement phase, the inner two-thirds of the vagina undergoes
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a dramatic expansion or ballooning (see Figure 12.4).

In the second phase of sexual response, the plateau phase, the major change is the appearance of the orgasmic
platform. This refers to the outer third of the vagina, where there is a tightening of the bulbospongiosus
muscle around the vaginal entrance (Figure 12.4). Whereas the upper portion of the vagina expands during
excitement, the lower or outer portion narrows during the plateau phase. Therefore, if there happens to be a
penis in the vagina at that point, the orgasmic platform grips it.

The other major change occurring during the plateau phase is the elevation of the clitoris. The clitoris retracts
and draws into the body, but continues to respond to stimulation. A number of autonomic responses also
occur, including an increase in pulse and a rise in blood pressure and in rate of breathing.

Once again, these complex changes are the result of two basic physiological processes, vasocongestion and
increased myotonia or muscular tension, which occur similarly in both men and women. Readiness for orgasm
occurs when these two processes have built up sufficiently.

Orgasm, the third phase of sexual response, consists of a series of rhythmic contractions of the muscles
circling the vaginal entrance. Generally there is a series of 3 to 12 contractions at intervals of slightly less than
a second. The onset of the subjective experience of orgasm is an initial spasm of the muscles preceding the
rhythmic contractions.

Orgasm: An intense sensation that occurs at the peak of sexual arousal and is followed by the release of sexual tensions.

Figure 12.1 Female sexual and reproductive anatomy viewed from the side.

Figure 12.2 The vulva, or external genitals, of the human female.
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Figure 12.3 Beneath the surface: structure of the clitoris.

Figure 12.4 Female sexual and reproductive organs during the plateau phase of sexual response. Notice the
ballooning of the upper part of the vagina, the elevation of the uterus, and the formation of the orgasmic
platform.

What do women’s orgasms feel like? The main feeling is an intensely pleasurable spreading sensation that
begins around the clitoris and then spreads outward through the whole pelvis. There may also be sensations of
falling or opening up. The woman may be able to feel the contractions of the muscles surrounding the vaginal
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entrance. The sensation is more intense than just a warm glow or a pleasant tingling.

In the fourth phase, or resolution phase, of sexual response, the processes of excitement are reversed. The major
physiological changes are a release of muscular tensions throughout the body and a release of blood from the
engorged blood vessels. In women, the breasts, which were formerly enlarged with nipples erect, return to the
unaroused state. The clitoris returns to its unaroused, unretracted position and shrinks to normal size. The
muscles around the vaginal entrance relax, and the ballooned upper portion of the vagina shrinks. The return
of a woman to the unstimulated state may require as long as a half-hour following orgasm. If the woman
reaches the plateau phase without having an orgasm, the restoration process takes longer, often as much as an
hour.

Criticisms of the Masters and Johnson Model

Criticisms of Masters and Johnson’s work have been raised (e.g., Tiefer, 1991; Zilbergeld & Evans, 1980).
One of the most important of these criticisms is that Masters and Johnson’s model focuses exclusively on
physiological processes and ignores cognition and affect—that is, what we are thinking and feeling
emotionally during sexual response. In the wake of these criticisms, researchers have proposed other models.

Alternative Models

One alternative model to address this criticism, the triphasic model, was proposed by the eminent sex
therapist Helen Singer Kaplan (1979). According to her, there are three components to sexual response:
sexual desire, vasocongestion, and the muscle contractions of orgasm. The vasocongestion and orgasm
components are consistent with Masters and Johnson; the new component is sexual desire, which refers to an
interest in or motivation to engage in sexual activity. Without this psychological component of desire, sexual
activity is not apt to take place, or if it does, it is less likely to be pleasurable. The desire component is also
important in understanding some sexual disorders (discussed later in this chapter).

Triphasic model: A model that there are three components to sexual response: sexual desire, vasocongestion, and myotonia.

John Bancroft, Erick Janssen, and their colleagues have introduced a dual control model of sexual response
(Bancroft et al., 2009). The model proposes that two basic processes underlie human sexual response:
excitation (responding with arousal to sexual stimuli) and inhibition (inhibiting sexual arousal). These
researchers argue that almost all sex research has focused on the excitation component, which is true of the
Masters and Johnson model. The dual control model asserts that the inhibition component is equally
important to understand. Inhibition of sexual response is adaptive across species; sexual arousal can be a
powerful distraction that could become disadvantageous or even dangerous in certain situations.

Dual control model: A model that two basic processes underlie human sexual response: excitation and inhibition.

According to the dual control model, people vary widely in the strength of their tendencies toward sexual
excitation and inhibition. Most people fall in the moderate range on both and function well. At the extremes,
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however, problems can occur. People who are very high on excitation and low on inhibition may engage in
risky sexual behaviors. People who are very high on inhibition and low on excitation may be more likely to
develop problems such as a disorder of sexual desire (discussed later in this chapter).

Researchers have developed scales to measure individuals’ tendencies toward sexual excitation and sexual
inhibition (Graham et al., 2006). Examples of excitation items include the following:

When I think of a very attractive person, I easily become aroused.
When a sexually attractive stranger accidentally touches me, I easily become aroused.

The following are examples of inhibition items (female version):

I need my clitoris to be stimulated to continue feeling aroused.
If I am masturbating on my own and I realize someone is likely to come into the room at any moment, I
will lose my sexual arousal.

The dual control model recognizes that, although excitation and inhibition both have biological bases, early
learning and culture are critical factors because they determine which stimuli the individual will find exciting
and which will set off sexual inhibition. Most heterosexual men in our culture, for example, have been exposed
to pornography, which shapes their idea of the type of female body that should be arousing (Dines, 2010).

Wouldn’t evolution have selected purely for sexual excitation? It is the engine that drives reproduction and the
passing of one’s genes to the next generation. Why would inhibition exist? According to the dual control
model, inhibition is highly functional in some situations. First, sexual activity in certain situations would be
downright dangerous—say, when a predator is about to attack. Second, sometimes the environment is not
conducive to reproduction and it is adaptive to wait for a better day or a better season. For example, in
conditions of drought and famine, women’s fertility is usually sharply reduced because any baby born would
likely die, and the mother might die as well in the attempt to provide food. Inhibiting sexual response and
waiting until conditions improve would be the best strategy.

Research typically shows gender differences, with men scoring somewhat higher on sexual excitation and
women somewhat higher on sexual inhibition (Bancroft et al., 2009).

Clitoral and Vaginal Orgasm

Freud believed that women can experience two different kinds of orgasm: clitoral and vaginal. According to
his view, little girls learn to achieve orgasm through stimulation of the clitoris during masturbation. However,
in adulthood they have to learn to transfer the focus of their sexual response from the clitoris to the vagina and
to orgasm from penis-in-vagina intercourse. Because some women fail to make this transfer, they can
experience only clitoral orgasm and are therefore “vaginally frigid.” Freud thought that the only mature female
orgasm was vaginal.

Masters and Johnson dispelled this myth by showing convincingly that, physiologically, there is only one kind
of orgasm. The major response is the contraction of the orgasmic platform. That is, physiologically an orgasm
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is the same whether it results from clitoral stimulation or from vaginal stimulation. Some women are even able
to have orgasms through breast stimulation—and the physiological response is identical to that occurring from
vaginal intercourse (Masters & Johnson, 1966).

Multiple Orgasms

Traditionally, it was thought that women, like men, experience only one orgasm, followed by a refractory
period of minutes or even hours when they are not capable of arousal and orgasm. Research shows that this is
not true and that in fact women can have multiple orgasms. Alfred Kinsey and his colleagues (1953)
discovered this more than half a century ago, reporting that 14% of the women they interviewed experienced
multiple orgasms. The scientific establishment dismissed these reports as unbelievable, however.

Observations from the Masters and Johnson laboratory provided convincing evidence that women do indeed
experience multiple orgasms within a short time period. Moreover, these multiple orgasms do not differ from
single ones in any significant way except that there are several. They are not minor experiences.

Physiologically, after an orgasm, the vaginal region loses its engorgement of blood. However, in women, but
not in men, this process is immediately reversible. That is, under continued or renewed erotic stimulation, the
region again becomes engorged, the orgasmic platform appears, and another orgasm is initiated. This is the
physiological mechanism that makes multiple orgasms possible in women.

Most frequently, multiple orgasms occur through masturbation rather than vaginal intercourse, because it is
difficult for a man to postpone his orgasm for such long periods. As Natalie Angier (1999) put it, regarding
the clitoris, penis, and multiple orgasms, “Who would want a shotgun when you can have a semiautomatic?”
(p. 58).

Sexuality and Aging

It is a popular belief that a woman’s sexual desire is virtually gone by the time she is 60 or so, and perhaps
ceases at menopause. Some people believe that sexual activity is a drain on their health and physical resources,
and they deliberately stop all sexual activity in middle age to prevent or postpone aging. These, too, are myths
that research has exploded.

A major survey of people over 50, conducted by the American Association of Retired Persons (1999), found
that 24% of the women between 60 and 74 had sexual intercourse at least once a week. That declined to 7%
for women over 75, but about 80% of them had no sexual partner, so the problem is mainly one of lack of a
partner.

It is true that certain physiological changes occur as women age that influence sexual activity. The ovaries
sharply reduce their production of estrogen at menopause, causing the vagina to lose much of its resiliency,
and the amount of lubrication is substantially reduced. Use of lubricants can be helpful. Sexual functioning
depends much more on the opportunity for regular, active sexual expression and physical and mental health
than it does on hormone levels (Masters & Johnson, 1966).
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A study of healthy women in their 60s, all with a male partner, found differences between those who were
sexually active and those who were not (Bachmann & Leiblum, 1991). Those who were sexually active
reported intercourse an average of five times per month. A pelvic exam by a physician who was unaware of
which women were sexually active found less atrophy of the genitals in the women who were sexually active. If
you don’t use it, you lose it.

The G-Spot

The G-spot (short for Gräfenberg spot, named for a German obstetrician-gynecologist who originally
discovered it in 1944, although his work was overlooked) is the popularized term for the Skene’s gland or
paraurethral gland. It lies between the wall of the urethra and the wall of the vagina (Zaviačič et al., 2000). Its
ducts empty into the urethra, but the gland itself can be felt on the front wall of the vagina. Anatomically, it is
the female prostate (see Figure 12.1). It may be that some women have a G-spot and others do not; a study
using MRI scans identified a female prostate in six of the seven women studied (Wimpissinger et al., 2009).

G-spot (Gräfenberg spot): A small gland on the front wall of the vagina, emptying into the urethra, which may be responsible for
female ejaculation.

There are two reasons that the G-spot is important. First, the researchers who have investigated it believe it is
the source of female ejaculation (Addiego at al., 1981; Belzer, 1981; Ladas et al., 1982; Perry & Whipple,
1981). Traditionally, it was thought that men ejaculate and women don’t. However, sex researchers John
Perry and Beverly Whipple (1981) discovered fluid spurting out of the urethra of some women during orgasm.
According to one study, the fluid is chemically similar to the seminal fluid of men, but contains no sperm.
Perry and Whipple estimated that 10% to 20% of women ejaculate during orgasm. This is an important
discovery, because given the old wisdom that women don’t ejaculate, many women who did ejaculate suffered
extreme embarrassment and anxiety, thinking they were urinating during sex.

There is a second reason that the G-spot might be important. Based on its discovery, Perry and Whipple
theorized that there is a uterine orgasm. They believe that there are two kinds of orgasm: vulvar (the kind
studied by Masters and Johnson, produced by clitoral stimulation and named for the vulva, or external
genitals, of the female) and uterine (felt more deeply and produced by stimulation of the G-spot). This sounds
like the old argument about clitoral versus vaginal orgasm, and certainly we should withhold judgment on the
uterine orgasm until there can be independent replication by other scientists.

Psychological Aspects of Gender and Sexuality

Gender Differences in Sexuality

It is a traditional stereotype in our culture that female sexuality and male sexuality are quite different. Women
were reputed to be uninterested in sex and slow to arouse. Men, in contrast, were supposed to be constantly
aroused. What is the scientific evidence on gender differences in sexuality?

Jennifer Petersen and Janet Hyde (2010) conducted a meta-analysis of studies reporting data on gender
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differences in sexuality. Two gender differences were substantial: the incidence of masturbation and attitudes
about casual sex. Women are less likely to have masturbated than men are (d = 0.53), and women are less
approving of sex in a casual or uncommitted relationship than men are (d = 0.45). Notice that the sizes of
these gender differences, 0.53 and 0.45, are large compared with some of the other gender differences we have
examined, such as gender differences in abilities (see Chapter 8).

Let’s first consider the gender difference in masturbation. Kinsey, based on his massive survey conducted in
the 1940s, found that 92% of the men in his sample reported having masturbated to orgasm at least once in
their lives, compared with 58% of the women (Kinsey et al., 1953). More recent surveys have found
percentages very close to those (Laumann et al., 1994). That is, this gender difference doesn’t seem to have
disappeared in recent years with the sexual revolution.

One question we must ask, however, is whether this is a real gender difference or just an inaccuracy resulting
from the use of self-reports. In our culture, particularly in previous decades, more restrictions have been placed
on female sexuality than on male sexuality. It might be that these restrictions have discouraged girls and
women from ever masturbating. On the other hand, they might simply lead women not to report
masturbating. That is, perhaps women do masturbate but are simply more reticent to report it on a sex survey
than men are. We tend not to believe this argument. On today’s sex surveys, women report all kinds of
intimate behaviors, such as fellatio and cunnilingus. More of them report having engaged in fellatio and
cunnilingus than report having masturbated. It is hard to believe that these women honestly report about oral-
genital sex and suddenly get bashful and lie about masturbation.

Another substantial gender difference was in attitudes about casual sex, such as sex in a “one night stand,” d =
0.45 (Petersen & Hyde, 2010). Men are more approving and women are more disapproving. In one well-
sampled national study, 76% of White women, but only 53% of White men, said that they would have sex
with someone only if they were in love (Mahay et al., 2001). This gender difference is consistent across U.S.
ethnic groups: The comparable statistics were 77% for Black women and 43% for Black men, 78% for
Mexican American women and 57% for Mexican American men. This gender difference can be a source of
great conflict between women and men.

Consistent with their attitudes about casual sex, men report a larger number of sex partners than women
report. Once again, though, it is important to remember that these data are based on self-reports, which can
sometimes be inaccurate. It could be that men and women actually have roughly the same number of sex
partners, but men exaggerate their number and/or women underreport their number.

A clever study used the bogus pipeline method to test this possibility (Alexander & Fisher, 2003; see also
Jonason & Fisher, 2009). College students were brought to the lab to fill out questionnaires about their sexual
attitudes and behaviors. They were randomly assigned to one of three experimental conditions. In the bogus
pipeline condition, the student was hooked up to a fake polygraph (lie detector machine) and told that the
machine could detect false answers. People should respond very honestly in this condition. In the anonymous
condition, the student simply filled out the questionnaire anonymously, as is typical of much sex research, and
placed the questionnaire in a locked box when finished. In the exposure threat condition, respondents had to
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hand their completed questionnaires directly to the experimenter, who was an undergraduate peer, and the
experimenter sat in full view while the respondents completed their questionnaires, serving as a reminder that
this other person would easily be able to see their answers. Figure 12.5 shows the results for reports of the
number of sexual partners the respondent had had.

Figure 12.5 Number of sex partners reported by men and women in the bogus pipeline study.

Source: Based on data from Alexander, Michele G., & Fisher, Terri D. (2003). Truth and consequences:
Using the bogus pipeline to examine sex differences in self-reported sexuality. Journal of Sex Research,
40, 27–35. Figure created by Janet Hyde.

In the anonymous condition and the exposure threat condition, the usual gender difference appeared, with
men reporting more partners than women did. The fascinating result is that, in the bogus pipeline condition,
when people were presumably being most truthful, there was no significant gender difference in the number
of sexual partners reported. The other interesting point in Figure 12.5 is that men’s reports of number of
partners did not vary significantly with experimental condition. It was women’s reports that varied. The
implication is that men feel free to report their number of partners regardless of whether others will find out.
Women, in contrast, underreport their number when it may become known. This finding is powerful
evidence of the ways in which women believe that the culture tells them to suppress their sexuality.

Another stereotype is that a gender difference exists in interest in and arousal to erotic materials, men being
much more interested in and responsive to them than women are. Is there any scientific evidence that this is
accurate?

The Petersen and Hyde (2010) meta-analysis found that reported use of pornography was one of the largest
gender differences (d = 0.63), with men engaging in the behavior more than women. A meta-analysis of
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laboratory studies on gender differences in arousal to erotic materials found that men are more aroused, but
the difference is not large, d = 0.31 (Murnen & Stockton, 1997). Interestingly, the difference was largest
among college students (d = 0.38) but was nonexistent among adults beyond the college years (d = –0.04).
This finding points to the importance of looking at changing patterns of gender differences in sexuality across
the lifespan.

An interesting study by Meredith Chivers and colleagues provides insight into the responses of women and
men to erotic materials (Chivers et al., 2007; for a meta-analysis of similar research, see Chivers et al., 2010).
Participants were heterosexual and lesbian women, and heterosexual and gay men. They watched a series of
90-second video clips from seven stimulus categories: control (landscapes), nonhuman sexual activity
(bonobos), female nonsexual activity (nude exercise), male nonsexual activity (nude exercise), female–female
sexual expression, male–male sexual expression, and female–male sexual expression. The researchers not only
obtained people’s self-ratings of their arousal during each segment, but also got objective measures of their
physiological levels of arousal. To do this, they used two instruments: a penile strain gauge and a
photoplethysmograph. The penile strain gauge is used to obtain a physiological measure of arousal in men; it
is a flexible loop that fits around the base of the penis and measures its circumference. The
photoplethysmograph measures physiological arousal in women; it is an acrylic cylinder that is placed just
inside the vagina. Both instruments measure vasocongestion in the genitals, which is the major physiological
response during sexual arousal.

Several interesting findings emerged from this study.

1. For both men and women, genital responses were strongest for partnered sexual activity.
2. Actor gender was more important for men than it was for women. That is, heterosexual men were

turned on by heterosexual sex and women’s sex, and gay men were turned on by sex between men.
However, for women, the gender of the actors made less of a difference. Many studies have found this
effect, that women respond to a wider range of stimuli, regardless of gender.

3. The correlations between physiological measures of arousal and self-report of arousal were larger for
men than for women. This means that women are sometimes unaware that they are physiologically
turned on.

In sum, then, this research indicates that men and women are similar in their responses to erotic materials,
except that women are less particular about the gender of the actors. The research also indicates that women
can sometimes be unaware of their own physical arousal.

An additional gender difference in sexuality is found in orgasm consistency. According to one major survey, 91%
of men but only 64% of women had an orgasm during their most recent sexual encounter (Herbenick et al.,
2010). The gap is narrower for orgasm consistency during masturbation, but even here men seem to be more
effective: 80% of men, compared with 60% of women, reported that they usually or always have an orgasm
when masturbating (Laumann et al., 1994, p. 84).

Sexual Development
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Sexual development in childhood and adolescence involves a complex interplay between the developing body,
early experiences with masturbation, and messages from the media, parents, and peers (Hyde & DeLamater,
2017).

The earliest sexual experiences many people have are in masturbation. But as we have seen, the data indicate
that substantial numbers of girls and women never masturbate, and many of those who do, do so later in life
than boys and men do. This may have important consequences in other areas of sexuality as well. As one sex
educator said, “I talk to so many girls where the first person to actually touch their clitoris is somebody else”
(Orenstein, 2016, p. 205).

Childhood and adolescent experiences with masturbation are important early sources of learning about
sexuality (Kaestle & Allen, 2011). Through these experiences we learn how our bodies respond to sexual
stimulation and what the most effective techniques for stimulating our own bodies are. This learning is
important to our experience of adult, two-person sex. Perhaps the women who do not masturbate, and who
are thus deprived of this early learning experience, are the same ones who do not have orgasms in sexual
intercourse. This is exactly what Kinsey’s data suggested: 31% of the women who had never masturbated to
orgasm before marriage had not had an orgasm by the end of their first year of marriage, compared with only
13% to 16% of the women who had masturbated (Kinsey et al., 1953, p. 407). Girls’ lack of experience with
masturbation in adolescence, then, may be related to their problems with having orgasms during heterosexual
intercourse. And research with adult women shows that masturbation can be a source of feelings of sexual
empowerment (Bowman, 2014).

Boys and girls seem to learn about masturbation in different ways. Most boys report having heard about it
before trying it themselves, and a substantial number observe others doing it. Most girls, in contrast, learn to
masturbate by accidental discovery of the possibility. Both boys and girls may learn about it from the media
(Kaestle & Allen, 2011). And there seems to be a real double standard (see below), in which masturbation is
more taboo for girls than it is for boys. As a result of these different experiences, it appears that most boys
have learned to associate the genital organs with pleasure by the time of puberty, whereas many girls have not.

An illustration of the way in which masturbation can expand female sexuality is given by what one young
woman student wrote in an essay:

At twelve years old, I discovered masturbation. . . . I was almost relieved to have, quite by accident,
discovered the practice. This actually was one of the nicest discoveries that I’ve ever made. I feel totally
comfortable with this and have actually discussed it with some of my friends. One of my favorite theories
centers around this. When men have asked me to have intercourse with them and I felt that I was
basically going to only serve the purpose of being an instrument to produce their orgasm, I usually tell
them that I’m sure that they’d “have a better time by themselves.” Masturbation does produce a better,
more controlled, orgasm for me. I’m not saying that it’s better than sexual contact with a man for me but
I do think it’s more satisfying than waking up next to someone I don’t care about and feel comfortable
with. I’m surprised that according to Kinsey, only 58 percent of women masturbate at some time in their
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lives. I thought everyone did. It’s very creative for me. I’ve tried several techniques and it certainly helps
me in my sexual experiences. I know a great deal about my sexual responses and I think that in knowing
myself, some of it relates to men and their sexual responses.

Experiences with masturbation—or lack of such experiences—then, may be very important in shaping female
sexuality and making it different from male sexuality.

Of course, socialization forces on girls’ developing sexuality are also important. Our culture has traditionally
placed tighter restrictions on women’s sexuality than it has on men’s, and vestiges of these restrictions linger
today. These restrictions have acted as a damper on female sexuality, and thus they may help to explain why
some women do not masturbate or do not have orgasms. In an essay, one woman student recalled one of her
childhood socialization experiences:

A big part of my childhood was Catholic grammar school. The principal and teachers were nuns of the
old school. . . . I remember one day the principal called all of the girls (third grade to eighth) to the
auditorium. “I can’t blame the boys for lifting your skirts to see your underwear,” she scolded, “you girls
wear your skirts so short it is temptation beyond their control.” I had no idea what she was talking about,
but throughout school the length of our skirts was of utmost importance. Nice girls did not show their
legs.

The differences in restrictions on female and male sexuality are encoded in the double standard (Crawford &
Popp, 2003; Fasula et al., 2014). The double standard says, essentially, that the same sexual behavior is
evaluated differently depending on whether a man or a woman engages in it (see Chapter 2). An example is
casual sex, which can be a status symbol for a man but a sign of being a slut for a woman (Bogle, 2008). The
media play a role in subtly maintaining the double standard. One analysis of teen girl magazines, for example,
found that negative consequences of sex were associated more often with girls than with boys (Joshi et al.,
2011).

Double standard: The evaluation of male behavior and female behavior according to different standards, including tolerance of male
promiscuity and disapproval of female promiscuity; used specifically to refer to holding more conservative, restrictive attitudes toward
female sexuality.

Sexuality is an area of ambivalence for girls and women (Orenstein, 2016; Tolman, 2002). This ambivalence
results from the kind of mixed messages that they get from society. Beginning in adolescence, they are told
that popularity is important for them, and being sexy—being “hot”—increases one’s popularity. But actually
engaging in intercourse, especially with many partners, can lead to a loss of status. The ambivalence-
producing message is “Be sexy but don’t be sexual.”

This ambivalence is writ large with media celebrities. In 2013, Miley Cyrus “twerked” (a kind of dancing with
suggestive hip thrusts) on stage in a televised performance and generated enormous media coverage. For her,
was that performance a display of empowerment and agency? Or was she the victim of powerful media
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herself? One might make either argument from a feminist point of view.

Adolescent Girls, Desire, and First Intercourse

Most discussions of teenage girls’ sexuality focus on topics such as teen pregnancy and date rape—that is, on
the negatives. Missing from such discussions is any recognition that adolescent girls may actually experience
sexual desire. Psychologist Michele Fine (1988) has called this the “missing discourse of desire.”

A study of 11th-grade girls, some urban and some suburban, representing multiple ethnic groups, gives us
insight into these girls’ experience of sexual desire (Tolman, 2002). This study is part of a broader trend
among researchers to see adolescents’ sexual experiences as a normative part of development (Tolman &
McClelland, 2011). About two-thirds of the sample said that they felt desire. As they described it, the desire
had a power, intensity, and urgency. It was grounded in the body, challenging beliefs that girls’ sexuality is
purely relational. At the same time, the girls questioned their entitlement to their own sexual feelings.

Differences emerged between the urban and suburban girls in how they responded to feelings of desire. The
urban girls expressed agency (feelings of confidence) with a goal of self-protection. They exercised self-control
and caution about their body’s feelings, recognizing their own vulnerability to AIDS, pregnancy, and getting a
bad reputation. The suburban girls, in contrast, expressed agency with a goal of pleasure. They were curious
about sex and were less restrained by feelings of vulnerability, although cultural messages about appropriate
female sexuality still exerted controls. One suburban girl expressed her complicated feelings:

I don’t like to think of myself as feeling really sexual. . . . I don’t like to think of myself as being like
someone who needs to have their desires fulfilled. . . . I mean I understand that it’s wrong and that
everybody has needs, but I just feel like self-conscious when I think about it, and I don’t feel self-
conscious when I say that we do these things, but I feel self-conscious about saying I need this kind of a
thing. (quoted in Tolman & Szalacha, 1999, p. 16)

A content analysis of teen magazines for girls in the United States (Seventeen, CosmoGirl!, and Teen) gives us
some insight into the cultural factors that create these dilemmas of desire for adolescent girls (Joshi et al.,
2011). Boys’ sexual desire received more attention than girls’ sexual desire, whereas sexual risks and negative
consequences were portrayed more often for girls than for boys. The researchers also conducted the same
analysis for comparable magazines in the Netherlands, with some differences in results. For example, in the
Dutch magazines, sexual desire was portrayed as much for girls as for boys. Compared with the United States,
Dutch culture is more open about sexuality and has more of a commitment to gender equality.

These national variations, too, provide evidence that cultural factors play a major role in the socialization of
girls’ sexuality.

Many girls have their first experience of heterosexual intercourse during high school or the early college years.
Girls tend to experience less pleasure at first intercourse than boys do. In a large sample of college students,
women reported significantly less pleasure (d = 1.08) and significantly more guilt (d = –.55) about first
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intercourse than men did (Sprecher, 2014). On a pleasure scale ranging from 1 (not at all) to 7 (a great deal),
women gave an average rating of only 3.01 for first intercourse. Despite, or perhaps because of, our culture’s
romanticized version of first intercourse, adolescent girls typically find it disappointing. Nonetheless, they
persist.

Hooking Up

The dating scene and casual sex now have more options—and more terminology. Hooking up is a poorly
defined term—which is part of its problem—but it generally means any kind of casual sexual contact, ranging
from making out to intercourse, between two people who are strangers or only casually acquainted, with no
strings attached, that is, with no commitment to a future relationship (Bogle, 2008).

Hooking up: Casual sexual contact between two people, ranging from making out to intercourse.

Sociologist Kathleen Bogle (2008) conducted a qualitative study of hooking up on college campuses,
interviewing students and recent alumni from two eastern U.S. universities. According to her findings, college
campuses provide an ideal environment for hookup culture to flourish. There is plenty of access to same-age
peers. In recent years, students have come to believe that college is a time to party and no one seems to be in a
hurry to marry. Developmental psychologists note that the period of adolescence has become extended.
College students do not view themselves as adults—adulthood comes a few years after college. For many, real
dating and building a long-term relationship does not begin until after college.

Bogle found that a sexual double standard exists in hookup culture. Despite sexual liberation and women’s
participation in hookups, women cannot have too many partners, and those who do can be ostracized and
labeled “sluts.” For men, there are no rules. As the college years progress, women increasingly want a
relationship because it is one way to avoid being labeled a slut, but men have less motivation to begin a
relationship. Even in this very contemporary form of sexual expression, a double standard still exists.

Other studies have also found evidence of a double standard, as well as gendered power dynamics, in hookups.
In one, women were more likely than men to feel judged for hooking up (Kettrey, 2016). Feeling judged was
related to a sense of lack of power in the interaction. And lack of power meant that a woman might perform a
sexual act just to please the man or give in to pressure for intercourse.

The Sexuality of Transgender Persons

The sexuality of transgender persons is a complex topic. Some experts like to categorize transgender people as
either heterosexual or homosexual (Blanchard, 1985). The terminology is complicated, though. Let’s say we
have a trans woman, whose natal gender was male and whose identity is as a woman. Is she heterosexual
because she prefers female sexual partners and her natal gender was male? Or is she heterosexual because her
identity is woman and she prefers male sexual partners? And why do we have to use a binary categorization of
sexual orientation anyhow? To this is added the complexity of whether the person is undergoing hormonal
treatments and possibly surgical interventions. Importantly, sexuality is so fundamentally about the body. Yet
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for so many trans persons, the body is the problem, because the sex of the body does not align with the
person’s gender identity.

In one qualitative study, 25 trans men were interviewed about their sexuality (Williams et al., 2013). The men
ranged in age from 20 to 65 and were ethnically diverse. All but one of them were taking testosterone. Most
had had top surgery (see Chapter 11). Only two of them had had bottom surgery. For most of the men, the
testosterone treatments had a big effect, both physically and psychologically. The clitoris grew considerably for
them so that they could consider it more as a penis. And they developed a sense of sexual urgency that is so
associated with masculinity in our culture. As one man said, “I had a pea-sized clit before I started T
(testosterone) and it grew 10-fold, and now I have a dick that’s the size of a gherkin” (Williams et al., 2013, p.
726). Another man said that his sexuality had “gone through the roof. I never had an orgasm before. . . . Now
I jack off two to four times a day” (Williams et al., 2013, p. 728). Yet some regretted their loss of multiple
orgasms. And for those who had not had bottom surgery, the vagina could seem like an unwelcome reminder
of their female body.

The researchers also found generational shifts in patterns of identity development. For the older generation of
trans men, many had decided first that they were lesbian. That was an available category and identity at that
time. Trans was not. Only later did they conclude that they were trans. In more recent generations, the trans
identity develops earlier and first, because it is now better known to the general public.

The same research team also interviewed 25 trans women (Williams et al., 2016). Almost all of the women
were on estrogen, and the majority had had cosmetic surgery so as to appear more feminine. The majority had
not had bottom surgery, though. The cosmetic surgery was successful to varying degrees, depending on how
masculine the person’s body type was to begin with (e.g., whether they had very broad shoulders). For most of
the women, it was very important to feel sexually attractive and feminine. When they were asked what the
most serious problem was for a trans person in a love relationship, the most common response was that it was
being truly accepted for who they are.
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The Intersection of Gender and Race in Sexuality

The topic of the intersection of gender, race, and sexuality is a large and complex one that could easily fill
several books. Many historical issues are involved. For example, during the period of slavery in the United
States, White masters assumed that they had the right to sexual intercourse with African American slave
women. In sharp contrast, the reverse—an African American slave man having sex with a White woman—
was not only forbidden but grounds for death.

Here we will focus on contemporary data collected by social scientists that allow us to compare the sexual
behavior of girls and women of various ethnic groups. Some of these data are summarized in Table 12.1. The
data show evidence of both differences and similarities. Among 15- to 19-year-olds, Whites, African
Americans, and Latinx are about equally likely to have had heterosexual intercourse. Yet the sequence of
sexual behaviors can vary by ethnic group. For example, Whites are the most likely to have oral sex before first
vaginal intercourse, and African Americans are the least likely. When asked about their feelings about the first
time they had sex, nearly half of both Whites and Latinx really wanted it to happen, but the percentage was
much smaller for African Americans. Also striking in Table 12.1 is the fact that data on these questions were
not available for Asian Americans in these well-sampled, large studies. Clearly, we need much more research
on the sexuality of Asian Americans.

Earlier in the chapter we noted that girls tend to begin masturbating at later ages than boys do. When the
data are broken down by ethnicity, however, it becomes clear that this statement is true for Whites but not for
African Americans. On average, Black women begin masturbating at an earlier age than Black men do and
considerably earlier than White women do (Belcastro, 1985). This finding is a good reminder that we
shouldn’t look simply at gender differences, but should remember the intersection of gender and ethnicity.

The media portray women’s sexuality differently depending on their ethnicity. In magazine advertisements,
White women’s sexuality is portrayed as submissive and dependent on men, whereas Black women’s sexuality
is portrayed as independent and dominant (Baker, 2005). Asian American women have been stereotyped in
the media as exotic sex toys (Reid & Bing, 2000). American Indian women and their sexuality are essentially
invisible, except for some representations in the magazine Latin Girl (Sanchez-Hucles et al., 2005).
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Sources:

Martinez et al. (2011);

Copen et al. (2012).
NA = not available in that study.

Sexual socialization by the family can also vary by ethnic group. Asian American women, for example, report
that sexuality is a taboo topic of discussion within the family (Kim, 2009). Nonetheless, Asian American
parents implicitly convey their attitudes and expectations, which are conservative and restrictive about
sexuality. One woman, commenting about her mother, said,

She’s very, very hush hush about it. . . . I have mostly Asian friends and we all don’t know. . . . Our
moms and our parents, we just grew up never hearing. . . . I have never heard the word “sex” come out of
my mom’s mouth (Amanda, Korean American, age 19). (quoted in Kim, 2009, p. 339)

There was also evidence of a double standard in fathers’ treatment of daughters compared with sons. As one
woman said,

My dad always implies to me things that I should do and I shouldn’t do. Like, I shouldn’t have a
boyfriend and things like that. But when he talks about my brother, he’s like, “I’m going to buy your
brother a car. I’m going to give him all this money to go on dates.”. . . I’ve told him, “You treat us
differently.” And he’s like, “Yeah.” He admits it. . . . He thinks it’s appropriate (Naomi, Filipina
American, age 19). (quoted in Kim, 2009, p. 342)

Sexual Disorders and Therapy

The term sexual disorder (or sexual dysfunction) refers to various disturbances or impairments of sexual
functions, such as inability to have an orgasm (orgasmic disorder) or premature ejaculation. Here we will look
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at some specific examples of sexual disorders in women. The disorders are grouped into the categories of
desire disorders, arousal disorders, orgasmic disorders, and pain disorders.

Sexual disorder: A problem with sexual responding that causes a person mental distress; examples are erection problems in men and
orgasm problems in women.

Desire Disorders

Sexual desire, or libido, refers to a set of feelings that lead the individual to seek out sexual activity or to be
pleasurably receptive to it. When sexual desire is inhibited, so that the individual is not interested in sexual
activity, the disorder is termed low sexual desire, or hypoactive sexual desire (Basson et al., 2004). The defining
characteristic is lack of interest in sex or sharply reduced interest, or a lack of responsive desire. Many people’s
desire occurs before sexual activity begins and leads them to initiate sex, whereas in other cases they begin to
feel desire as sexual activity starts; this latter pattern is called responsive desire. Responsive desire is particularly
common in women.

Hypoactive sexual desire: A sexual disorder in which there is a lack of interest in sexual activity; also termed inhibited sexual desire or
low sexual desire.

Roughly 10% to 15% of women report no sexual desire, with the percentage increasing as women age (West et
al., 2004). Men, too, experience lack of desire; it is just less common in men than it is in women.

As with other dysfunctions, disorders of sexual desire entail complex problems of definition. There are many
circumstances when it is perfectly normal for a person’s desire to be inhibited. For example, one cannot be
expected to find every potential partner attractive. Sex therapist Helen Singer Kaplan (1979) recounted an
example of a couple consisting of a shy, petite woman and an extremely obese (350 pounds, 5 feet 3 inches
tall), unkempt man. He complained of her lack of desire, but one can understand her feelings and would
certainly hesitate to classify her as having a sexual disorder. One cannot expect to respond sexually at all times,
in all places, with all persons.

It is also true that an individual’s absolute level of sexual desire is often not the problem; rather, the problem is
a discrepancy of sexual desire between the partners (Zilbergeld & Ellison, 1980). That is, if one partner wants
sex less frequently than the other partner wants it, there is a conflict.

Discrepancy of sexual desire: A sexual disorder in which the partners have considerably different levels of sexual desire.

In the latest edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-5), the American
Psychiatric Association (2013) did some odd things in regard to gender and sexual disorders. The prime
example is hypoactive sexual desire disorder. In the DSM-5, it is split into two disorders, male hypoactive
sexual desire disorder and female sexual interest/arousal disorder. Why is it that hypoactive sexual desire disorder
had to be split into male and female versions? And what does that do for trans individuals? Moreover, why
should desire (called interest in DSM-5) be merged with arousal for women (Balon & Clayton, 2014; Basson,
2014)? Those favoring this new category say that it is appropriate because interest or desire problems so

359



frequently co-occur with arousal problems in women. The new classification system reinforces the gender
binary in striking ways.

The following have been implicated as determinants of low sexual desire: hormones, antidepressant
medications, psychological factors (particularly anxiety and/or depression), cognitive factors (not having
learned to perceive one’s arousal accurately or having limited expectations for one’s own ability to be aroused),
and sexual trauma such as sexual abuse in childhood (Ashton, 2007; Pridal & LoPiccolo, 2000).

A closely related phenomenon is asexuality, which today is an available sexual identity with an Internet
presence. Asexuality is usually defined as a lack of interest in or desire for sex or as a lifelong lack of sexual
attraction (Brotto & Yule, 2011; Prause & Graham, 2007). Research with asexual people shows that the
defining feature is low sexual desire. Still, it’s important to note that asexuality is not a sexual disorder.

Asexuality: A lack of interest in or desire for sex.

Arousal Disorders

Sex therapists do not use the term frigidity because it has a variety of imprecise, negative connotations.

Female sexual arousal disorder refers to a lack of response to sexual stimulation, including a lack of lubrication
(Graham, 2010). The disorder involves both the subjective, psychological component and a physiological
element. Some cases are defined by the woman’s own subjective sense that she does not feel aroused despite
good stimulation, and others are defined by difficulties with vaginal lubrication.

Female sexual arousal disorder: A lack of response to sexual stimulation, including a lack of lubrication.

Difficulties with arousal and lubrication are common, reported by roughly 10% of women (Mitchell et al.,
2013). These problems become particularly frequent among women during and after menopause. As estrogen
levels decline, vaginal lubrication decreases. The use of lubricants is an easy way to deal with this problem.
The absence of subjective feelings of arousal is more complex to treat.

Orgasmic Disorders

Orgasmic disorder (also termed anorgasmia, orgasmic dysfunction, female orgasmic disorder, or inhibited
female orgasm) is the condition of being unable to have an orgasm. In lifelong orgasmic disorder the woman has
never experienced an orgasm. In situational orgasmic disorder, the woman has orgasms in some situations, but
not in others. Clearly, in this case there is no organic (physical) impairment of orgasm, because the woman is
capable of experiencing it. One example of situational orgasmic disorder is the case of women who are able to
have orgasms through masturbation but not through penis-in-vagina intercourse. This pattern is so common,
however, that it probably shouldn’t be classified as a disorder (Hyde & DeLamater, 2017).

Anorgasmia: The inability to have an orgasm; also called orgasmic disorder.
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Orgasmic disorders in general are common among women. Roughly 20% of women report difficulties with
anorgasmia (West et al., 2004).

Pain Disorders

Painful intercourse, or dyspareunia, can trigger other problems with sexual functioning (Farmer & Meston,
2007). Too often, a woman’s complaints of pain are dismissed, particularly if the physician cannot find an
obvious physical problem. However, this is a serious condition and should be treated as such. When pain is
felt in the vagina, it may be due to failure to lubricate, to infection, to special sensitivity of the vagina (such as
to the contraceptives being used), or to changes in the vagina due to age. Pain may also be felt in the region of
the vaginal entrance and clitoris or deep in the pelvis. In this latter case, the causes may be infection or tearing
of the ligaments supporting the uterus, particularly following childbirth.

Dyspareunia: Painful intercourse.

Vaginismus involves a tightening or spasm of the outer third of the vagina, possibly to such an extent that the
opening of the vagina is closed and intercourse becomes impossible (Basson et al., 2001; Leiblum, 2000).
Factors in the woman’s history that seem to cause this condition include family background in which sex was
considered dirty and sinful, a previous sexual assault, and long experience of painful intercourse due to a
physical problem.

Vaginismus: A strong, spastic contraction of the muscles around the vagina, perhaps closing off the vagina and making intercourse
impossible.

Behavioral Therapy for Sexual Disorders

Masters and Johnson pioneered modern sex therapy (Masters & Johnson, 1970; for a critique, see Zilbergeld
& Evans, 1980). Their approach can be seen basically as behavior therapy, grounded in learning theory,
although they themselves did not frame it that way.

The major objective in therapy is abolishing goal-directed sexual performance. Most people think that certain
things should be achieved during sexual activity—for example, that the woman should achieve or attain
orgasm. This emphasis on achieving leads to a fear of failure, which spells disaster for sexual enjoyment. The
therapist therefore tries to remove the individual from a spectator role in sex—observing their own actions,
evaluating their success. Instead, the emphasis is on the enjoyment of all sensual pleasures. Clients use a series
of sensate focus exercises in which they learn to touch and to respond to touch. They are also taught to express
sexual needs to their partners, which people generally are reluctant to do. For instance, the woman is taught to
tell her partner in which regions of her body she enjoys being touched most and how firm or light the touch
should be. Beyond this basic instruction, which includes lessons in sexual anatomy and physiology, the
therapist simply allows natural sexual response to emerge. Sexual pleasure is natural; sexual response is natural.
After removing artificial impediments to sexual response, most people quickly begin joyful, “successful”
participation in sex.
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Focus 12.1 Women’s Sexual Problems: A New View

Feminist psychologist and sex therapist Leonore Tiefer, together with a large group of experts, has proposed a new view of women’s
sexual problems (Kaschak & Tiefer, 2001; Tiefer, 2001). Tiefer argues that the classification of sexual problems has, for decades,
been based on men’s problems and the increasing medicalization of their problems encouraged by drug companies that have made
billions on Viagra. A new view is needed, Tiefer argues, that focuses on women’s sexual experiences. The new view proposes four
broad categories for women’s sexual problems:

1. Sexual problems due to sociocultural, political, or economic factors. These include ignorance and anxiety about sexuality resulting
from inadequate sexuality education. In the absence of education, women may lack information about the biology of sexual
functioning. And in the absence of information about the impact of gender roles, women may experience sexual avoidance or
distress because they feel they cannot meet cultural standards of ideal female sexuality.

2. Sexual problems relating to partner and relationship. These include discrepancies in desire or in preferred behaviors between the
partners, distress about sexuality because of dislike or fear of the partner, and problems created by poor communication about
sex.

3. Sexual problems due to psychological factors. These include sexual aversion and inhibition of sexual pleasure due to past
experiences of physical, sexual, or emotional abuse; problems associated with attachment issues; and depression and anxiety.

4. Sexual problems due to medical factors. These include pain or lack of response during sex that is not due to any of the factors
listed above. Problems in this category can result from specific medical conditions such as diabetes, or they may involve side
effects of medications.

This classification scheme starting from women’s point of view is strikingly different from the traditional one reflected in the
American Psychiatric Association’s Diagnostic and Statistical Manual (DSM-5). What would happen if we now imposed these
categories on men’s sexual experience?

Source: Tiefer (2001). Reprinted with permission of the Society for the Scientific Study of Sexuality.

Many sex therapists require that both partners participate in therapy. Masters and Johnson maintained that
there is no such thing as an uninvolved partner in cases of sexual disorders, even if only one person displays
overt symptoms. For instance, a woman who does not experience orgasm is anxious and wonders whether
there is anything wrong with her or whether she is unattractive to her partner. The partner, at the same time,
may wonder why they are failing to stimulate her to orgasm. Both partners are deeply involved.

Masters and Johnson evaluated the success of their therapy, both during the 2-week therapy session and in
follow-up studies 5 years after couples left the clinic. Their research indicated that therapy was successful in
approximately 75% of the cases (although their results have been disputed; see Zilbergeld & Evans, 1980).

Today many sex therapists use a combination of the behavioral exercises pioneered by Masters and Johnson
and cognitive therapy (Heiman, 2002). This is termed cognitive-behavioral therapy. The cognitive approach
involves restructuring negative thoughts about sexuality to make them positive.

Additional Therapies for Women’s Sexual Disorders

The prevalence of women who have problems having orgasms, particularly in heterosexual intercourse, is so
high that it seems that this pattern is well within the range of normal female sexual response. It is
questionable whether it should be called a disorder, except insofar as it causes unhappiness for the woman.
With the growing awareness of the frequency of this problem have come a number of self-help sex therapy
books for women, one of the best being Emily Nagoski’s (2015) Come as You Are. Reading and working
through the exercises in these self-help books actually has a fancy name—bibliotherapy—and it has been
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demonstrated to produce significant gains in women’s frequency of orgasm (Van Lankveld, 1998).

A common recommendation from Nagoski and other therapists (LoPiccolo & Stock, 1986; Meston et al.,
2004) is that preorgasmic women practice masturbation to increase their capacity for orgasm. The idea is that
women must first explore their own bodies and learn how to bring themselves to orgasm before they can
expect to have orgasms in heterosexual intercourse. As noted earlier in this chapter, many women have not
had this kind of practice, and sex therapists recommend that they get it.

Kegel exercises or pubococcygeal muscle exercises are also recommended (Kegel, 1952). The pubococcygeal (PC)
muscle runs along the sides of the entrance to the vagina. Exercising this muscle increases women’s sexual
pleasure by increasing the sensitivity of the vaginal area. This exercise is particularly helpful to women who
have had the PC muscle stretched in childbirth or who simply have poor tone in it. The woman is instructed
first to find the PC muscle by sitting on a toilet with her legs spread apart, urinating, and stopping the flow of
urine voluntarily. The muscle that stops the flow is the PC muscle. After that, the woman is told to contract
the muscle 10 times during each of six sessions per day. Gradually she can work up to more.

Kegel exercises: Exercises to strengthen the muscles surrounding the vagina; also called pubococcygeal muscle exercises.

Feminist Sex Therapy

Sex therapist Leonore Tiefer has pioneered models of feminist sex therapy (Tiefer, 1996, 2001). Tiefer
questions the medicalization of sexual disorders that results from therapists using the DSM “diagnoses” (for
further discussion of the DSM, see Chapter 15). She argues that these diagnoses are based on Masters and
Johnson’s exclusively physiological model of sexual response and that they oversimplify sexuality and ignore
the social context of sexuality and sex problems (see Focus 12.1). The advent of Viagra has only increased the
medicalization of sex problems, and the search for a “female Viagra” channels the medicalization toward
women’s problems.

Tiefer recommends that feminist sex therapy for women include the following components:

1. Education about feminism and women’s issues: This can be liberating as a woman realizes that her
individual problem is common and often rooted in the culture’s negative attitudes about sexuality and
women.

2. Anatomy and physiology education: Because sexuality education in the United States—whether from
parents or schools—is so inadequate, many women have fundamental misunderstandings about their
sexual anatomy and its functioning. Education can be a simple solution in many cases.

3. Assertiveness training: Women need to learn to be assertive in asking a partner for what they need in a
sexual interaction, just as in other areas of life.

4. Body image reclamation: Women need to make a substantial shift away from seeing their bodies as
objects to be evaluated (as we saw in the discussion of objectified body consciousness in Chapter 2) to
seeing their bodies as sources of sensations and competencies.

5. Masturbation education: As noted earlier, many women do not masturbate and some do not even know
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about masturbation. Masturbation education has proven to be successful in sex therapy for women.
From a feminist point of view, it can be seen as empowering women.

Where’s the Female Viagra?

Men have Viagra for their erections. Why isn’t there a pill for women’s sexual problems? Is this another case
of gender bias in the medical establishment? It turns out to be a complicated story.

The drug company Pfizer, which produced Viagra, hoped that it would also work for women. After many
failed clinical trials, Pfizer announced in 2004 that it would give up on testing Viagra for women (Harris,
2004). The problem is that Viagra is good at producing erections, but women’s sexual problem is not lack of
erections—it’s lack of desire and difficulty with orgasms.

In another attempt at a female Viagra, the German pharmaceutical company Boehringer developed the drug
flibanserin (trade name Addyi). It had originally been developed to be an antidepressant, but it didn’t work
very well. Its effect is to reduce levels of the neurotransmitter serotonin and increase levels of dopamine and
norepinephrine. To use terms from the dual control model (discussed earlier in this chapter), serotonin seems
to have an inhibitory effect on sexual desire, and dopamine and norepinephrine seem to have excitatory
effects. All of that sounds good in theory, but in 2010 the U.S. Food and Drug Administration (FDA)
refused to approve flibanserin, based on clinical trials that showed no actual increase in sexual desire in women
taking it, compared with controls. Boehringer decided not to pursue it further.

In 2014, the plot thickened (Moynihan, 2014). The drug was bought by a new company, Sprout
Pharmaceuticals. A feminist campaign materialized, pressuring the FDA to approve flibanserin because of the
need for a “pink Viagra” and arguing that the FDA was discriminating against women by not approving it. As
it turned out, the “feminist” campaign was actually created and funded by Sprout. And flibanserin still didn’t
work. But the FDA approved it in 2015 because of the pink Viagra campaign. This whole episode is a salient
example of the co-optation of the women’s movement by big business, in this case, Big Pharma.

Gender Similarities

In previous chapters we stressed gender similarities in psychological processes. There are also great gender
similarities in sexuality. In earlier generations, at the time of the Kinsey research, there were marked gender
differences in several aspects of sexuality. However, more recent research shows that these differences are
greatly decreased, or even absent, now.

For example, according to Kinsey’s data collected in the 1940s, 71% of men but only 33% of women had
premarital intercourse by age 25 (Kinsey et al., 1953). There was, at that time, a marked gender difference in
premarital sexual activity. By the 1990s, though, 78% of men and 70% of women had engaged in premarital
sexual intercourse (Laumann et al., 1994), representing a clear trend toward gender similarities. In the meta-
analysis discussed earlier in this chapter, a number of variables showed no gender difference, including
incidence of same-gender sexual behavior and attitudes about masturbation (Petersen & Hyde, 2010).
Although there are some large gender differences in sexuality (incidence of masturbation, use of pornography,
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and attitudes about casual sex), there are many gender similarities.

Experience the Research: Gender Differences in Sexuality

Administer the questionnaire below to 10 students: 5 cis women and 5 cis men. If you are able to recruit some trans folks or non-
binary people, their responses will be interesting, too. Because the information you will collect is sensitive, be sure to explain to each
participant that the answers will be anonymous. You must devise some method to ensure anonymity, such as having respondents
mail the questionnaire back to you, or having them place it into a large brown envelope that already contains others’ questionnaires.
If you have only one trans person in your sample, how can you guarantee their anonymity? Assure your respondents that the
questionnaire will take less than 5 minutes to complete.

SEXUALITY QUESTIONNAIRE

1. Age: _____
2. Gender: ___ Woman ___ Man ___ Trans woman ___ Trans man ___ Nonbinary Other: Specify

__________________________
3. Ethnic heritage (check the one that applies):

___ Black/African American

___ Hispanic/Latinx

___ Asian American

___ American Indian

___ White (not Hispanic)

___ Biracial or multiracial

For each of the questions below, circle the letter that best reflects your response. Remember that your answers will be kept
completely anonymous.

4. What is your attitude about a heterosexual couple engaging in sexual intercourse when they are engaged?
1. Strongly disapprove
2. Disapprove somewhat
3. Neutral
4. Approve somewhat
5. Strongly approve

5. What is your attitude about a heterosexual couple engaging in sexual intercourse when they are only casually acquainted (i.e.,
a “one-night stand” or hookup)?

1. Strongly disapprove
2. Disapprove somewhat
3. Neutral
4. Approve somewhat
5. Strongly approve

6. Have you ever masturbated to orgasm?
1. Yes (Go to question 7)
2. No (Skip question 7 and go to question 8)

7. In the past month how many times did you masturbate to orgasm? Number: _____
8. Have you ever engaged in heterosexual intercourse?

1. Yes (Go to question 9)
2. No (Skip question 9 and go to question 10)

9. With how many different partners have you engaged in heterosexual intercourse?

Number: ____
10. Have you ever engaged in sex to orgasm with someone of your own gender?
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1. Yes
2. No

Chapter Summary

Physiologically, sexual response involves vasocongestion and myotonia, as people pass through four stages of response: excitement,
plateau, orgasm, and resolution. This analysis results from the research of Masters and Johnson, which has been criticized for
omitting psychological aspects of sexuality. Alternative models have been proposed, including Kaplan’s triphasic model, which adds
sexual desire, and the dual control model, which emphasizes processes of sexual excitation and inhibition.

Contemporary sex research challenges Freud’s assertion that women can have either clitoral or vaginal orgasms. Research also lends
support to the contention that some women possess a G-spot, which may be responsible for ejaculation in some women.

According to meta-analysis, there are moderate-sized gender differences in the incidence of masturbation, attitudes about casual sex,
and use of pornography. There is also a gender difference in reported number of sex partners, although the bogus pipeline study
questions whether that is a true difference or just a bias in reporting.

Across child and adolescent development, girls are less likely to masturbate than boys are. That means that girls get less experience
with their body’s sexual response. To that is added the double standard and forces of socialization that also discourage girls’ sexual
responding. Despite this, research shows that adolescent girls do experience sexual desire. First intercourse is a significant event, but
girls experience substantially less pleasure in it than boys do. Hooking up is a contemporary form of sexual interaction, yet even here,
a double standard is found.

The sexuality of transgender persons is a new topic for research. The issues are poignant, because sexuality is so much about the
body, and yet for transgender people, the body can be exactly the problem, because it does not align with the person’s gender
identity. Trans men tend to be pleased with the effects of testosterone administration, which can enlarge the size of the clitoris and
increase sexual desire. For trans women, issues often center on feeling feminine and sexually attractive.

In considering the intersection of gender and ethnicity in sexuality, research shows some similarities for women of different ethnic
groups, but also some differences.

Sexual disorders for women include hypoactive sexual desire, female sexual arousal disorder, anorgasmia, dyspareunia, and
vaginismus. Therapy for sexual disorders includes behavior therapy, bibliotherapy, and directed masturbation. Feminist sex therapy
has also been developed.

Even though gender differences in sexuality are often emphasized, there are many gender similarities.

Suggestions for Further Reading

Dines, Gail. (2010). Pornland: How porn has hijacked our sexuality. Boston, MA: Beacon Press. Dines presents a feminist analysis of
contemporary pornography and how it has distorted both male and female sexuality.

Hyde, Janet S., & DeLamater, John D. (2017). Understanding human sexuality (13th ed.). New York, NY: McGraw-Hill. Clearly,
we have a prejudice in favor of this book, but we would like to recommend it if you want more information on sexuality than we
could provide in one brief chapter here.

Nagoski, Emily. (2015). Come as you are. New York, NY: Simon & Schuster. This is a great book on sexual techniques and how to
think about one’s own sexuality in healthy ways, with all of the information based solidly in science.
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Chapter 13 Gender and Sexual Orientation

Outline

1. Queer Theory
2. Stereotypes and Discrimination
3. Lesbian Culture

a. Lesbian Community
b. Lesbian Relationships
c. Gay Marriage

4. Sexual Orientation Development and Fluidity
5. Mental Health Issues

a. Lesbians’ Adjustment
b. Therapy
c. Children of Lesbian Mothers

6. Why Do Women Become Lesbian, Bi, or Straight?
a. Biological Explanations
b. Environmental Factors
c. The Bottom Line

7. Differences Between Lesbians and Gay Men
8. The Intersection of Sexual Orientation and Ethnicity
Focus 13.1: A Queer Woman Tells Her Story
Experience the Research: Lesbian Community
9. Chapter Summary
10. Suggestions for Further Reading

“After I graduated from college . . . I found myself not necessarily only attracted to both sexes, but also
slightly more open-minded to the notion that . . . maybe I can find something in just a person, that I
don’t necessarily have to be attracted to one sex versus the other. . . . Since then I’ve been in . . . a couple
of different long-term relationships with women and I’ve had lots of sex with men and currently I’m in a
long-term relationship with a man that I find very, very, very enjoyable and . . . fulfilling so it’s hard for
me to identify so therefore I kind of prefer to not identify or just kind of . . . kind of joke about it and
say, ‘I’m not bisexual or homosexual, I’m just sexual.’”

A woman respondent quoted in Diamond (2005, p. 126)

With the sexual revolution and the feminist movement has also come the rise of gay liberation. The gay
liberation movement can be counted as dating from June 1969, when, in response to police harassment, gays
and trans people rioted in Greenwich Village in New York. A discussion of women and gender today would
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be incomplete without a discussion of lesbian and bisexual women.

It is important to bear in mind that “lesbian” is not a homogeneous category. Lesbians vary tremendously
from one another, just as heterosexual women do. Some are professors and some work on assembly lines.
Some are fat and some are thin. Some are White and some are African American.

Sexual orientation is defined as a person’s erotic and emotional orientation toward members of their own
gender or members of another gender (Hyde & DeLamater, 2017). Sexual orientation is not just an issue of
eroticism or sexuality, but also an issue of the direction of one’s emotional attachments. It is not just a matter
of whom one has sex with, but whom one loves. A lesbian, then, is a woman whose erotic and emotional
orientation is toward other women. A bisexual is a person whose erotic and emotional orientations are toward
both women and men (note that this term reflects the gender binary). With the proliferation of possible sexual
identities, the term sexual minority is used as an umbrella term for all people with nonheterosexual sexual
identities and behaviors. The term queer, which has been used as an anti-gay insult, has been reappropriated
by some gay activists and theorists to cover all sexual minorities. Queer theory is prominent in lesbian-gay-
bisexual (LGB) studies.

Sexual orientation: A person’s erotic and emotional orientation toward members of their own gender or members of another gender.

Lesbian: A woman whose sexual orientation is toward other women.

Bisexual: A person who is erotically and emotionally attracted to both women and men.

Sexual minority: An umbrella term for all people with a sexual orientation other than heterosexual.

Queer: An epithet that has been reappropriated by gay activists and theorists to refer to sexual minorities.

Sexual orientation encompasses three components: attraction, identity, and behavior (Katz-Wise & Hyde,
2015). Attraction refers to whether one is sexually attracted to one’s own gender, the other gender, or both.
Identity refers to how one thinks of oneself—I’m straight, I’m lesbian, I’m bisexual, I’m queer, I’m mostly
heterosexual. Behavior refers to whom one engages in sexual behavior with—members of one’s own gender or
another gender. For example, some men have a heterosexual identity yet occasionally have sex with other men.
That is why some researchers refer to men who have sex with men (MSM) rather than gay men, because they
are studying behavior, not identity.

How does gender diversity intersect with sexual orientation? Some trans women are attracted to women and
have a lesbian identity (Tate & Pearson, 2016). Therefore, a trans-inclusive definition of lesbian includes both
cis women and trans women who are attracted to women. In this chapter, we use lesbian to include both cis
women and trans women, although most of the research done with lesbians has focused just on lesbians who
are cis women.

Queer Theory

Queer theory was introduced in Chapter 2. Recall the important arguments in this theory: (1) Binaries should
be challenged, whether the gender binary (male, female) or the sexual orientation binary (heterosexual,
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homosexual); (2) sexual orientation and gender are not essential, fixed, biologically based characteristics.
Instead they are fluid and dynamic over time and in different situations. Queer theory also challenges other
binaries such as normal versus deviant (Tolman & Diamond, 2014). Moreover, queer theory asserts that these
binary categories themselves exert power over people and their interactions. These binaries exert regulatory
force and create privilege as well as marginalization. In particular, heterosexuality is privileged and normalized,
and all other sexual orientations are marginalized.

Performativity, a concept originated by philosopher Judith Butler, is another key concept in queer theory
(Butler, 1990; Tolman & Diamond, 2014). The idea here is that gender is performed, as is sexual orientation.
Women perform gender through their clothing, makeup, and jewelry, as well as through their interactions
with others. Likewise, sexual orientation is performed. For example, heterosexuality is performed constantly in
male–female interactions, such as a male–female couple holding hands as they stroll down the street. And
heterosexuality can be performed in male–male interactions such as the “bro hug,” in which men half hug each
other to signal friendship but clarify that there is no sexual attraction.

Performativity: The idea that gender and sexual orientation are constructed through a constant set of performances by people
(actors).

Queer theory and its assertions have an uneasy relationship with psychology. Traditional psychology, and even
some feminist psychology, loves to categorize people and then look at differences between the categories—
whether gender differences or differences between gays and straights. Because this textbook is based in
science, we report research of that kind while being mindful of the critique of it posed by queer theory. It is
also true that some psychology is consistent with queer theory. Perhaps the best example is Lisa Diamond’s
work on sexual fluidity (discussed later in this chapter).

Stereotypes and Discrimination

Some experts believe that many Americans’ attitudes toward lesbians and gay men can best be described as
homophobic. Homophobia may be defined as a strong, irrational fear of sexual minority persons. Some
scholars dislike the term homophobia because, although certainly some people have antigay feelings so strong
that they could be called a phobia, what is more common is negative attitudes and prejudiced behaviors.
Therefore, some prefer the term antigay prejudice or sexual prejudice (Herek, 2000a). A related term is
heterosexism, which refers to discrimination or bias against people based on their sexual orientation, and
nonheterosexuality in particular.

Homophobia: A strong, irrational fear of sexual minority persons.

Antigay prejudice: Negative attitudes and behaviors toward gay men and lesbians. Also called sexual prejudice.

Heterosexism: Discrimination or bias against people based on their nonheterosexual orientation.

Results of a well-sampled 2012 survey of Americans’ attitudes are shown in Table 13.1, along with
comparable data from 1973. Notice that Americans’ attitudes have become substantially more accepting over
roughly 40 years. Four times as many Americans in 2012, compared with 1973, believed that same-gender
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sexuality is not wrong at all. Nonetheless, 46% still believed that it is always wrong.

Many tangible instances of antigay prejudice exist. There are numerous documented cases of women being
fired from their jobs or dishonorably discharged from the armed forces upon disclosure of their sexual
orientation (Shilts, 1993), and in 1993 there was a great debate between President Bill Clinton and military
leaders about whether the military should continue this practice of dishonorable discharge. The result was a
“don’t ask, don’t tell” policy, in which it was all right to be gay or lesbian as long as one was secretive about it
(this policy was repealed in 2011 by President Barack Obama). Until recent Supreme Court cases, most states
did not recognize lesbian partners in matters of health insurance, inheritance, or marriage. The most extreme
expressions of antigay prejudice occur in hate crimes against sexual minorities (Cogan & Marcus-Newhall,
2002).

Source: Data gathered via General Social Survey, 1972–2012 (2012).

A meta-analysis assessed the extent of victimization of LGB individuals (Katz-Wise & Hyde, 2012). The
results indicated that substantial numbers had experienced one or another kind of victimization. For example,
56% had experienced verbal harassment and 28% had experienced a physical assault on account of their sexual
orientation.

Some victimization, then, is obvious, such as physical assault. Yet some is more subtle. Derald Wing Sue’s
(2010) concept of microaggressions, introduced in Chapter 4, is relevant here as well. In Chapter 4, we
discussed racial microaggressions, which are subtle insults directed at people of color and often done
automatically or nonconsciously. Sexual orientation microaggressions occur as well (Nadal, 2013). They can
occur in many forms, such as heterosexist jokes or not inviting a same-gender partner to a family holiday
gathering. Other examples include heterosexist language (for example, the popular expression “That’s so gay”)
and denial that individual heterosexism exists. Assumptions that gay people are deviant continue and can be
manifested in subtle ways. For example, in a PowerPoint presentation at one college, a slide read, “LGBT
people are six times more likely to attempt suicide than normal people” (Nadal, 2013, p. 57).

Microaggressions based on gender identity or expression are also abundant (Nadal, 2013). One common
occurrence is the misgendering of a person—for example, calling a trans person “she” (the natal gender)
instead of the pronoun they prefer, which might be “he” or “they” (see Chapter 5).

Perhaps the most subtle and simultaneously most powerful discriminatory belief is the assumption that
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heterosexuality is universal. As a result, lesbians must tolerate coworkers asking if they have a boyfriend or
mothers asking if a husband is on the horizon yet. Just as we saw in previous chapters that the male is
normative, so, too, is heterosexuality normative. The term heteronormativity was coined to refer to this
pervasive cultural belief that heterosexuality is the norm.

Heteronormativity: The belief that heterosexuality is the norm.

Lesbian Culture

Lesbian Community

Today there is a lesbian community or culture with its own norms and values. Even for lesbians who are in the
closet, this culture has a profound impact on identity and behavior—such as the books they read or the way
they define sex. As one woman put it,

I have seen lesbian communities all over the world (e.g., South Africa, Brazil, and Israel) where the
lesbians of that nation have more in common with me (i.e., they play the same lesbian records, have read
the same books, wear the same lesbian jewelry) than the heterosexual women of that nation have in
common with heterosexual women in the United States. (E. Rothblum, personal communication, 2007)

Participation in the lesbian community can then become a major force in the lives of lesbians, at least for those
who are out of the closet.

Lesbian Relationships

With the 2000 census, the U.S. Census Bureau made an unprecedented change. It allowed as a category in the
count of household types same-sex, unmarried-partner households. Previously these households and the
relationships that they imply had been literally invisible in the census. In fact, in the 1990 census, if a same-
gender couple reported that they were married, the Census Bureau changed the gender of one of the partners
and counted them as a heterosexual married couple (Smith & Gates, 2001). The 2000 census counted
600,000 same-gender partner households in the United States, although this is likely an undercount (Smith &
Gates, 2001). These households were about evenly split between gay male households and lesbian households,
and they were found in 99% of all counties in the United States. The 2015 Supreme Court decision on gay
marriage, discussed in a later section, recognized and at the same time changed the cultural climate on many
of these issues.

What is known psychologically about the relationships in these households? Across numerous surveys,
between 8% and 21% of lesbian couples have been together for 10 or more years (Kurdek, 2005). In 2000,
same-sex civil unions became legal in Vermont. Research on the first year of couples entering into these
unions showed that two-thirds were female (Solomon et al., 2004). The lesbian couples had been living
together for an average of 9 years and 34% had children (15% from the current relationship and 19% from a
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prior relationship, typically heterosexual).

Photo 13.1 The Riff Raff Band, with lead singer queer-identified Alynda Lee Segarra, trans fiddler Yosi
Perlstein, bassist Callie Millington, and drummer David Jamison. One important feature of lesbian culture is
music.

David A. Smith/Getty Images Entertainment/Getty Images.

Lesbian couples—like heterosexual couples—must struggle to find a balance that suits both persons. Three
aspects of the relationship typically have to be negotiated and can be sources of conflict: money, housework,
and sex (Solomon et al., 2005). Lesbian couples tend to have more equality in housework than heterosexual
couples do (Gotta et al., 2011).

What is striking about the research on gay and lesbian relationships is how similar they are—in their
satisfactions, loves, joys, and conflicts—to heterosexual relationships (Holmberg & Blair, 2009; Patterson,
2000). For example, one study compared lesbian and gay couples with heterosexual couples who were engaged
or married (Roisman et al., 2008). Lesbian couples did not differ from heterosexual couples in the reported
quality of their relationship, nor did they differ on laboratory measures of relationship quality. The one
exception was that, compared with heterosexual couples, lesbians were somewhat more skilled at working
harmoniously with their partners on a laboratory task.

Lesbians tend to value an equal balance of power in their relationships, although they don’t always achieve it
(Patterson, 2000). When there is an imbalance, the woman who has more income and more education tends
to be the more powerful member of the couple.

Doubtless the 2015 Supreme Court decision legalizing same-sex marriage will have an impact on these
relationships, but it is too early for research to have emerged.

Gay Marriage
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In 2000 Vermont became the first U.S. state to provide formal, legal civil unions to same-gender couples, with
all the benefits—such as health insurance—that are normally provided to heterosexual spouses. The term civil
union was used at the time to make the idea more palatable to those who opposed gay marriage and said that
marriage was only between a man and a woman. After 2000, it was a state-by-state battle. By 2011, same-
gender marriage was legal in the United States in California, Connecticut, Massachusetts, Iowa, New York,
and Vermont, as well as in Belgium, Canada, Spain, and the Netherlands.

The state-by-state battles were slow and uneven, though, and matters of principle were involved. Many people
felt that this was an important issue of equal rights. Several cases made their way through the courts. Finally,
in 2015, the U.S. Supreme Court issued a decision in the case of Obergefell v. Hodges. The question was
whether states must allow gay marriage, and the court ruled that they must. The legal basis was the equal
protection clause in the U.S. Constitution, which asserts that all citizens have a right to equal protection
under the law. That principle was extended to equal rights to marriage. Many activists prefer to say that the
issue is not gay marriage, but marriage equality.

Research shows that, prior to Obergefell v. Hodges, the implementation of state-level marriage equality policies
was associated with reductions in suicide attempts among sexual minority youth (Raifman et al., 2017). And
same-gender couples in legally recognized relationships show better mental health than other LGBs (Riggle et
al., 2010), so the right to gay marriage may represent a victory on many fronts.

Sexual Orientation Development and Fluidity

Developmental psychologists have studied the process by which people develop a sexual identity, that is, an
identity that one is lesbian, heterosexual, bisexual, or something else. A 5-year-old would have no sense of
being lesbian or heterosexual, but sometime along the way, usually during adolescence or early adulthood,
sexual minority individuals acquire a sense of sexual identity. Heterosexuals, of course, have the privilege of
simply assuming theirs, consistent with what the culture expects.

Photo 13.2 As of 2015, gay marriage was legal in the United States.
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Bloomberg/Getty Images.

Lisa Diamond (2008b) has conducted extensive research on the process of the development of women’s sexual
orientation. She began with a sample of college women and women recruited from LGB community events
and followed them for more than 10 years. Her research led her to conclude that a defining feature of
women’s sexual orientation (leaving open the question of men’s sexual orientation) is sexual fluidity, that is,
situation-dependent flexibility in women’s sexual responsiveness. Many women, of course, have a sexual
orientation that is fixed and stable across their lives. But others find their orientation and attractions shifting
over time, sometimes because of a particular person—regardless of gender—to whom they are attracted.
Diamond also notes that the concept of a fixed sexual orientation and identity is a Western notion that is not
shared by some other cultures.

Sexual fluidity: Situation-dependent flexibility in women’s sexual responsiveness to women or men.

In her longitudinal study, Diamond found that women changed in all directions over time, for example, from
lesbian to bisexual, from bisexual to lesbian, and from lesbian to heterosexual. These findings contradict the
idea of a fixed sexual identity, at least for some individuals.

Physiological research also supports these ideas. In these studies, both subjective arousal and physiological
arousal are measured using techniques like those in the Chivers study described in Chapter 12. Participants
are shown videos of either male–female, male–male, or female–female sexual activity. Heterosexual women
show the same amount of genital arousal to female–female activity as they do to male–male activity and male–
female activity (Chivers et al., 2004). (Heterosexual men, in contrast, show strong arousal to the female–
female video, somewhat less to the male–female video, and almost none to the male–male video.) These
results, then, show that, consistent with Diamond’s work, many women are flexible about which gender
arouses them.

Stage theories of the development of gay sexual identity have been popular (e.g., Cass, 1979). They posit that
individuals begin in a stage of identity confusion and gradually move to identity acceptance and identity pride.
The most recent research, though, questions these step-by-step, linear models. They may be accurate for some
people, perhaps especially men. However, for many others, sexual identity and behavior may shift back and
forth depending on the situation and the potential partner.

Another developmental process for sexual minority women involves coming out. Women can be very
vulnerable in the process of coming out, whether in the sexual minority community, to their old friends, or to
their coworkers. Whether they experience acceptance or rejection can be critical to self-esteem. There may
also be fears of losing one’s job or custody of one’s children. Many lesbians make a decision to be selectively
out—that is, to be out with people they know they can trust, and not with others.

Coming out: The process of acknowledging to others that one is lesbian, gay, bisexual, or queer.

Lesbians who are selectively out may face a distinct set of stresses. Consider a common situation in which a
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woman is not out at work, but is out in the lesbian community. At work, she must take care not to reveal her
secret, be careful about the pronoun she uses when referring to her date, or worry that a worker will phone her
at home and her partner will answer. On the other side, she may be pressured by the lesbian community to be
completely out.

Coming out to one’s family is one of the most significant events for gays and lesbians. In one sample of LGB
adults, roughly 73% of both the men and the women had talked with a parent about being LGB (Rothman et
al., 2012). Typically, they disclosed to their mother first. There were also links between disclosure and mental
health. Those who had not come out to their parents were more likely to be depressed than those who had.
Among those who had disclosed to their parents, those whose parents reacted unsupportively were also more
likely to be depressed. Parents’ responses are important to the mental health of LGB people.

Many lesbians function with essentially a dual identity. That is, they identify and have ties with the sexual
minority world and at the same time they identify and have ties with the majority heterosexual world
(Fingerhut et al., 2005). In many ways this is like being bilingual or bicultural. Both the strength of lesbian
identity and the strength of mainstream identity are positively associated with psychological well-being.

Mental Health Issues

Lesbians’ Adjustment

Prior to 1973, homosexuality was a diagnosis in the American Psychiatric Association’s Diagnostic and
Statistical Manual. That is, homosexuality per se was seen as a mental disorder. In 1973 the American
Psychiatric Association decided to remove homosexuality from the diagnostic list, reflecting new research and
changing understandings of sexual orientation.

Current research comparing lesbians and heterosexual women on measures of mental health finds many
similarities between the two groups, but also some differences (Balsam et al., 2015; Cochran et al., 2003;
Meyer, 2003; Wichstrøm & Hegna, 2003). Lesbian and heterosexual women are roughly equal on measures
such as self-esteem and current psychological distress. Compared with heterosexual woman, however, lesbians
are more likely to have had suicidal thoughts, to have attempted suicide, and to have used psychotherapy.

Researchers debate the meaning of these findings. Almost certainly they reflect the stress of being a sexual
minority person. And how large are the differences? In one study, 4.4% of heterosexual women, compared
with 7.9% of lesbians, had attempted suicide after age 18 (Balsam et al., 2005). We could focus on the finding
that lesbian women were nearly twice as likely as heterosexual women to have attempted suicide.
Alternatively, we could note that it is only a 3.5 percentage point difference and that 92.1% of the lesbians had
not made suicide attempts. Should we view the glass as half full or half empty? These questions reflect the
issue of interpretation of results explained in Chapter 1 for gender differences, applied here to sexual
orientation differences.

Rather than seeing lesbian identity as automatically causing adjustment problems or not causing problems, it
is preferable to understand that being lesbian may be a risk factor for some mental health problems. In social
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psychological terms, being a sexual minority is associated with stigma. This stigma is a source of stress for the
individual (Hatzenbuehler, 2009). This stress can in turn lead to emotional distress, interpersonal problems,
and/or negative cognitive style (see Chapter 15). Any of these can make a person vulnerable to psychological
problems such as depression and anxiety. Minority stress theory was developed to describe these stresses and
their impact on mental health (Meyer, 2003). Many sexual minority women display resilience in the face of
these stresses. Social support from parents and friends can help offset the effects of minority stress. In
addition, according to stress inoculation theory, exposure to some stress makes people more resilient in the
future (Hatzenbuehler, 2009).

Therapy

Some lesbians seek psychotherapy for psychological distress, just as some heterosexuals do. Unfortunately,
however, many psychotherapists are not well educated about sexual orientation issues and may provide
inappropriate or inadequate care. In response to this problem, the American Psychological Association has
adopted guidelines for psychotherapy with gay, lesbian, and bisexual clients. These guidelines emphasize
issues such as the following (Division 44, 2000):

1. It is important for psychologists to understand that having a homosexual or bisexual orientation does
not automatically mean that the person is psychologically disturbed. Psychologists, of course, grow up in
the same culture as everyone else and learn the same kinds of myths that laypersons learn.

2. Psychologists need to probe their own attitudes about sexual orientation issues as well as their
knowledge about these issues. If they discover limitations in their expertise or attitudes that might have
a negative impact on the client, they should refer the client to another therapist.

3. Lesbians, gays, and bisexuals are stigmatized in dozens of ways, ranging from subtle prejudice to
outright violence, and psychologists must gain a deep understanding of the impact this may have on the
mental health of their client. They should also understand that these experiences may affect the client’s
behavior in therapy.

4. Psychologists should be knowledgeable about relationship issues for sexual minority persons. This
includes respecting lesbians’, gays’, and bisexuals’ romantic relationships and understanding how
disclosure of sexual orientation may have an impact on the client’s relationship with their family of
origin—and how nondisclosure places a psychological burden on the client.

5. Lesbian, gay, and bisexual persons who are members of ethnic minority groups may face particular
challenges because of cultural norms against homosexuality within their group, and psychologists must
be sensitive to these issues.

Children of Lesbian Mothers

Increasingly, lesbian couples are creating families that include children. These children may have resulted
from a previous heterosexual marriage, assisted reproduction (e.g., artificial insemination), or adoption.
Lesbians raising children is a controversial practice to some heterosexual people in the United States, who
view a lesbian household as a damaging setting for children to grow up in. The courts have often assumed that
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lesbians were unfit mothers. Lesbian mothers have lost custody of children they had when heterosexually
married, and being a lesbian has been grounds for being denied the possibility of adoption (Patterson, 2009).
The underlying psychological assumption has been that lesbians are bad mothers, in the sense that they will
not do a good job rearing their children and the children will grow up poorly adjusted. There also is an
assumption that these children will be stigmatized, teased by their peers, and so on. How well adjusted are the
children of lesbian mothers?

Research has compared children of lesbian mothers with children of heterosexual parents on measures such as
sexual identity, personal development, and social relationships. This research has found that the children of
lesbian mothers develop as well as children reared by heterosexual couples (Farr, 2017; Golombok et al., 2003;
Patterson, 2017). Research has also shown that the child-rearing practices of lesbian mothers and heterosexual
mothers are quite similar (Farr et al., 2010). Some research has even found that lesbian couples show better
parenting skills than heterosexual couples (Farr & Patterson, 2013).

The U.S. National Longitudinal Lesbian Family Study initially recruited 154 prospective lesbian mothers who
were going to have a baby through artificial insemination (Gartrell & Bos, 2010). The researchers then
followed up with the families, collecting data when the children were 10 years old and again when they were
17. The bottom line: At both ages, the children of lesbian mothers scored as well as or better than an age-
matched normative sample from the general population on measures such as academic performance, rule-
breaking, and aggressive behavior.

Another concern is that lesbian parents might work to “convert” their children to being lesbian or gay or that
children might model their mother’s lesbian relationship. In fact, the data indicate that the great majority of
children growing up with a gay or lesbian parent become heterosexual (Patterson, 2009).

In summary, the evidence indicates that there is no cause for concern about the adjustment of children
growing up in a lesbian household.

Photo 13.3 An important political issue for lesbian couples is the right to have children.

©iStockphoto.com/flySnow.
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Why Do Women Become Lesbian, Bi, or Straight?

A fascinating psychological question is this: Why do people become heterosexual, lesbian, or bisexual? Older
theories and research took it as their task to explain homosexuality. They operated under the assumption that
everyone should turn out heterosexual unless some “accident” occurs that shifts the person in a homosexual
direction. Newer theories and research take it as their task to explain sexual orientation—not only why people
become lesbian or gay, but why people become heterosexual as well.

Biological Explanations

Three biological explanations have been proposed: genetics, brain factors, and hormones.

Some have suggested that sexual orientation is genetically determined or influenced (see review by Hyde,
2005b). To test this hypothesis, one research team recruited lesbian women who were either members of an
identical twin pair or members of a nonidentical twin pair, or had a sister by adoption (Bailey et al., 1993; for
a critique, see Byne & Parsons, 1993). The concordance rate for lesbian orientation was 48% for identical
twins (concordance means that if one member of the twin pair is lesbian, so is the other). This was compared
with a concordance rate of 16% for nonidentical twins and 6% for adoptive sisters. The finding that identical
twins have a much higher concordance rate than nonidentical twins provides evidence for a genetic basis. At
the same time, the 48% concordance rate means that 52% of the identical twins pairs were discordant—one
was lesbian and the other heterosexual. If sexual orientation were completely genetically determined, the
concordance would be 100%. Therefore, environmental factors must also exert an influence.

The same researchers conducted a second study using improved methodology (Bailey et al., 2000). This time
the concordance rate among women was 24% for identical twins and 11% for nonidentical twins. This finding
suggests some possible genetic contributions, but the results are not as strong as in the earlier study.

This is the era of the Human Genome Project, and it is now possible to scan people’s DNA to check for
linkages to many different traits. One genome scan has been done for sexual orientation but—this will sound
all too familiar—it looked at men only (Mustanski et al., 2005).

In regard to brain factors, a highly publicized study by neuroscientist Simon LeVay (1991) identified
differences in the hypothalamus between heterosexuals and homosexuals. The three study groups were gay
men, heterosexual men, and heterosexual women; there was no lesbian group, giving us no information about
their brains. Much research and theory on sexual orientation have had this problem—lesbians have been
invisible.

Investigating the possibility that endocrine imbalance is the cause of same-gender orientation, researchers
have tried to determine whether testosterone levels of gay men might be low compared with those of
heterosexual men and whether lesbians might have higher testosterone levels or perhaps lower estrogen levels
than heterosexual women. Research testing these hypotheses has consistently found no differences between
lesbian and heterosexual women on a variety of hormones (Byne, 1996; Downey et al., 1987). This hypothesis
is not taken seriously anymore.
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Others have wondered whether prenatal hormone exposure might be influential. They have, for example,
studied girls with congenital adrenal hyperplasia (discussed in Chapter 10). None of these studies has yielded
definitive evidence either.

Environmental Factors

Learning theory fares no better when tested against the data. For example, children who grow up with a gay
parent are not themselves more likely to become gay (Bailey et al., 1995; Golombok & Tasker, 1996;
Patterson, 2009). Modeling therefore does not seem to play a role. In addition, lesbians are no more likely
than heterosexual women to have been heterosexually raped (Bell et al., 1981). This counters a hypothesis
from learning theory that an unpleasant heterosexual experience should channel sexual orientation in a lesbian
direction.

The Bottom Line

The bottom line, simply put, is that scientists do not know what causes sexual orientation. But there may be a
good theoretical lesson to be learned from that somewhat frustrating conclusion. It has generally been
assumed not only that lesbians are a distinct category, but also that they form a homogeneous category, that is,
that all lesbians are fairly similar. Not so. Moreover, queer theory leads to a questioning of the sexual
orientation binary—that women are either lesbian or heterosexual. The data in fact indicate that many women
fall outside that binary because they are bisexual, queer, mostly heterosexual, or sexually fluid. Theories about
simple causes of women being lesbian or heterosexual may be doomed to failure.

Differences Between Lesbians and Gay Men

Theorists frequently refer to homosexuals or gays as if there were no differences between gay men and lesbians
(or else as if gay men were the only phenomenon of interest). How different are lesbians and gay men?

Some differences between the two groups do emerge. First, lesbians place more emphasis on the emotional
intimacy of their relationship than gay men do (Peplau & Garnets, 2000).

Second, many gay men have numerous different sexual partners, whereas lesbians more typically form long-
term, exclusive relationships and therefore have fewer different partners. In a well-sampled national study,
men who had had at least one same-gender sex partner reported, on average, 44 different sex partners since
age 18 (Laumann et al., 1994). This compares with an average of 20 different partners for women in that
same category. Gay men are also more likely than lesbians to have sex outside the relationship (to “cheat”); in
one study, 59% of gay men had done so, compared with 8% of lesbians (Gotta et al., 2011).

Third, men with a male partner have sex (defined as genital sex) considerably more frequently than women
with a female partner do (Peplau, 1993).

Fourth, women tend to be more bisexual than men do (Lippa, 2006). In the same well-sampled survey,
among people who reported having had at least one same-gender sexual partner, 38% of the women had had
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both male and female partners, compared with 28% of the men (Laumann et al., 1994). And, as we saw earlier
in the chapter, women are more likely to be aroused by both female and male stimuli than men are (Chivers et
al., 2004). Similarly, women are more likely to display sexual fluidity than men are (Katz-Wise & Hyde,
2015).

Finally, lesbians and gay men are the objects of somewhat different attitudes from the predominantly
heterosexual American population. People hold negative attitudes toward both gay men and lesbians, but, on
average, they are more negative toward gay men (Herek, 2000b; Petersen & Hyde, 2010). This trend is driven
by men’s more negative attitudes toward gay men than toward lesbians. Women’s attitudes toward lesbians
and gay men are similar.

In sum, gay men and lesbians are similar in the sense of same-gender attraction. The differences between the
two are logical consequences of psychological differences between the genders and differences in their
developmental experiences. Sexual minority women are probably more like heterosexual women than they are
like gay men. It will be interesting to see whether these patterns of gender differences change with the
legalization of gay marriage.
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The Intersection of Sexual Orientation and Ethnicity

From an intersectionality perspective, sexual minority women of color have three intersecting identities: as
women, as people of color, and as sexual minorities. Lesbians who are women of color experience triple
oppression: discrimination on the basis of gender, race, and sexual orientation (Fassinger & Israel, 2010). For
the individual woman, there may be conflicts between lesbian identity and ethnic identity, because some
ethnic groups in the United States have even more negative attitudes toward lesbians than Anglo society does.
In one study, Whites had the lowest levels of antigay attitudes and Blacks had the highest, with Latinx and
Asian Americans falling in between (Haslam & Levy, 2006).

As a first example, we will consider Latinx lesbians (Espín, 1987a, 1993). Although in Latin cultures
emotional and physical closeness among women is considered acceptable and desirable, attitudes toward
lesbianism are even more restrictive than in European American culture. The special emphasis on family—
defined as mother, father, children, and grandparents—in Latin cultures makes the lesbian even more of an
outsider.

Despite these forces—or perhaps because of them—Latinx lesbians have engaged in resistance and activism.
One example is the activist group Lesbianas Unidas (Gil-Gómez, 2016). Beginning in the 1960s, the Chicano
movement advocated for civil rights for Chican@s. The movement, however, was male-dominated, and
Latinx lesbians were seen as a liability to the cause. In universities, Chicano/Latino Studies was also male-
dominated. Latinx lesbians found more support among feminists, but that group was still dominated by
Whites. Latinx lesbians then founded their own activist group, Lesbianas Unidas. It served important goals of
creating community and was committed to taking action against anti-gay campaigns within the Latino
community. Today, the group maintains an Internet presence.

As a second example, we will consider Asian American sexual minority women. Two features of Asian
American culture shape attitudes toward same-gender sexuality and its expression: (1) a strong distinction
between what may be expressed publicly and what should be kept private and (2) a stronger value placed on
loyalty to one’s family and on the performance of family roles than on expression of one’s own individual
desires (Cochran et al., 2007). Sexuality must be expressed only privately, not publicly. And having an
identity, much less a sexual identity or a lesbian identity, apart from one’s family is almost incomprehensible
to traditional Asian Americans. As a result, a relatively smaller portion of Asian American lesbians seem to be
out compared with non-Asians. Those who are out tend to be more acculturated, that is, more influenced by
American culture. They echo the sentiments of the Latina lesbian just mentioned, saying that they would
prefer not to have to choose between their ethnic identity and their sexual identity but that when forced to
make the choice, they are more closely tied to the LGB part of their identities.

Photo 13.4 Lesbians who are women of color may experience multiple forms of discrimination—on the basis
of gender, sexual orientation, and ethnicity.
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A third example concerns African American lesbians, who regard their ethnic community as extremely
homophobic (Greene, 2000). This sexual prejudice probably derives from a belief among Blacks that any
sexual behavior outside the norms of the dominant culture in the United States may reflect negatively on
Blacks, as they strive for respect and acceptance. In this context, Black lesbians may seem to be an
embarrassment to the Black community.

That said, there may also be advantages to double or triple minority status. In one study, African American
and Latina lesbians began wondering about being lesbian at an earlier age (14.5 years), on average, compared
with White lesbians (17.5 years; Parks et al., 2004). The women of color also decided that they were lesbian at
somewhat earlier ages (21–22 years) than the White lesbians (23 years). The researchers hypothesized that the
women of color, having grown up as minorities, had already learned to negotiate minority identity and
bicultural competence with the help of their families and communities. Essentially, they have already had
practice and therefore are able to take on an additional minority identity more easily than their White
counterparts.

Focus 13.1 A Queer Woman Tells Her Story

Despite growing up in a small midwestern town, I was exposed to homosexuality when several of my close friends came out during
high school. At about the same time, I began to date a boy who was a year older than myself and we continued to date on and off for
the next 3 years. By the end of high school I identified myself as bisexual but had had no sexual experiences with women. I
considered sexuality to be a continuum and, perhaps idealistically, believed that gender was not a factor in determining whether I was
attracted to someone. I felt that I existed on the edge of my gender, not traditionally masculine or feminine but a mixture of the two.
I declined to embrace this by learning to ride a motorcycle and teaching myself to box, but kept my hair long and continued to wear
makeup.

For the first 3 years of college I did not date and, instead, chose to maintain a close relationship with my family and to develop
intense friendships. Even then, though, I found myself gravitating toward queer identified people. During my final year of college I
began dating again and had a succession of relatively brief encounters with both men and women. Instead of feeling disappointed, I
realized that a certain amount of dissatisfaction was acceptable and even inevitable; after all, the process of sifting and winnowing is
exactly what dating is about. A year ago I met a woman with whom I chose to develop a long-term relationship. The beginning of
our relationship was difficult as I struggled to understand how to be intimate with a woman. I found that there was little difference
between relationships with men and women. I have spent the past year navigating what it means to be in a sexual-emotional
relationship with a woman.

Being queer, even in a relatively progressive university community, has its ups and downs. Though personal safety is a concern, I find
myself most irritated by the common assumption that women have sexual relationships with each other solely for the benefit and
consumption of heterosexual men. Men have approached my girlfriend and me, only to initially assume that we are available
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heterosexual women (something that would not occur if a man and a woman were sitting together at a bar), and then, upon realizing
we are together, ask if we are interested in engaging in group sex. When heterosexual couples talk about their relationships, people
do not automatically think about them having sex. But when two women talk about being together, people often imagine various
sexual permutations or assume that they are asexual, emotional companions (the Boston marriage theory). There is not a whole lot
of room between these two stereotypes. For many people it is difficult to understand how frustrating these assumptions about
sexuality can be. To put this problem in perspective, I have overheard many straight men express their discomfort with gay men,
saying things like “I’m fine with him as long as he doesn’t try to flirt with me.” The same can be said for my girlfriend and me. I wish
that it wasn’t necessary to share or advertise my sexual orientation.

Boston marriage: A romantic but asexual lesbian relationship.

I am fortunate, however, to have a family that supports the choices I have made about my sexuality. My parents have taught me a
great deal about how to have a healthy, satisfying relationship with an emphasis on clear and open communication. I don’t know if I
will even date men again; I am satisfied with the relationship I have now and I don’t spend time thinking about who I will date in
the future.

Source: Based on an essay written for the author’s class.

We have seen many times in this book that women have been rendered invisible in everything from history to
science. Lesbians who are women of color are, in a sense, triply invisible—invisible because they are women,
because they are people of color, and because they are lesbian. They deserve much more attention in
psychological research in the future, for their complex identities have much to tell us about the intersection of
gender, race, and sexuality.

The queer of color critique is highly relevant here (Ferguson, 2004; Tompkins, 2015). Growing out of queer
theory, feminist theory, and women of color feminism, the queer of color critique begins with tracing the
historical encounters between the Christian European colonizers (British, Spanish, and French), the
indigenous peoples of the Americas, and Africans who were forcibly transported there. The Europeans
brought with them rigid heteronormativity and a firm belief in the gender binary. They were horrified by the
alternative forms of gender expression and sexual expression that they encountered among the indigenous
peoples. The European colonizers engaged in violence against the native peoples, destroying their cultures and
interfering with their family structures. Alternative forms of gender expression, as well as same-sex attraction,
were criminalized. Similarly, African slaves were subjected to sexual violence in multiple ways, including being
treated as breeding stock and the sanctioning of White men raping African American slave women.

Queer of color critique: An approach that brings together queer theory, feminist theory, and women of color feminism.

Despite the destructive violence directed at them, people of color survived and created culture and families
(Tompkins, 2015). In particular, queer people of color survived and created their own networks. As one writer
put it, “The queerness . . . of peoples of color emerges from the fire of modernity’s historical forges and has an
energy to survive and create that is fiercely its own” (Tompkins, 2015, p. 175).

According to the queer of color critique, we cannot understand queer people of color today without
understanding the history of violence and yet survival. Moreover, this violence continues today as manifested,
for example, in the Orlando nightclub shootings of 2016, in which a gunman opened fire in a gay nightclub
filled with people of color, killing 49 (Healy & Eligon, 2016).
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Experience the Research: Lesbian Community

Does your campus have an LGBT speakers’ bureau? If not, why do you think there is none? If so, contact the speakers’ bureau and
arrange for three sexual minority women to attend your class to lead a panel discussion. When the speakers attend your class, have
them introduce themselves first and then follow a question-and-answer format with the class. Be sure that the following questions
are asked of the women:

1. What is your experience of the lesbian community? Explain, for a heterosexual audience, the features of the lesbian
community.

2. Have you ever been the object of a hate crime because you are a sexual minority? If so, what happened?
3. Describe the process of coming out as you experienced it.

In addition, describe at least one research finding that you learned about in this chapter, and ask the panel whether the research
“rings true” to them.

Chapter Summary

Sexual orientation encompasses three components: attraction, identity, and behavior.

Queer theory challenges binaries and sees sexual orientation as fluid. Queer theory highlights performativity (i.e., the ways in which
people perform gender or sexual orientation).

Lesbians experience antigay prejudice and may be the objects of various forms of victimization, including hate crimes. A lesbian
culture or community exists in cities and towns around the world.

Diamond’s research on the development of women’s sexual orientation indicates that, for some women, it is fluid, passing back and
forth between lesbian, bisexual, heterosexual, and undecided.

Regarding mental health, research generally shows that lesbian women are as well-adjusted as straight women, with the exception
that lesbian women have a higher rate of suicide attempts. This outcome can be attributed to the stress of being a sexual minority.
The American Psychological Association has issued guidelines for psychotherapy with LGB clients.

Research on the development of lesbians suggests that there is probably no one single causal factor. Researchers now no longer seek
to find what disturbances in development would create lesbianism; instead, they ask what developmental factors would lead a woman
to develop as heterosexual or lesbian or bisexual. Gay men and lesbians are somewhat different as a consequence of psychological and
developmental differences between women and men.

Women of color who are lesbians experience triple oppression: on the basis of their gender, their race, and their sexual orientation.
The queer of color critique emphasizes encounters between the European colonizers and the native peoples of the Americas, in
which the Europeans imposed their own notions of the gender binary and normal sexual expression, sometimes criminalizing native
practices, as well as those of the Africans brought to the Americas as slaves.

Research on sexual minorities is in its infancy, and the conclusions we draw must be tentative.

Suggestions for Further Reading

Diamond, Lisa M. (2008). Sexual fluidity. Cambridge, MA: Harvard University Press. Diamond is one of the foremost experts on
sexual minority women.

Nadal, Kevin. (2013). That’s so gay! Microaggressions and the lesbian, gay, bisexual, transgender community. Washington, DC: American
Psychological Association. Nadal explores microaggressions, as discussed in earlier chapters, against LGBT people.
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Chapter 14 Gender and Victimization

Outline

1. Rape
a. Definition and Prevalence
b. Impact of Rape
c. Rapists
d. Causes of Rape
e. Prevention
f. Treatment

2. Intimate Partner Violence
a. Definition and Prevalence
b. Consequences of IPV for Victims
c. Consequences of IPV for Children
d. IPV Perpetrators
e. Causes of IPV
f. Prevention and Treatment

3. Sexual Harassment
a. Sexual Harassment in the Workplace

Focus 14.1: The Violence Against Women Act and Vulnerable Populations
b. Sexual Harassment in Education
c. Perpetrators of Sexual Harassment
d. Feminist Analysis

4. Human Trafficking
5. Child Sexual Abuse

a. Prevalence of Child Sexual Abuse
b. Impact on the Victim
c. Feminist Analysis

6. Looking Forward
Experience the Research: A Scale to Assess Views on the Causes of Rape
7. Chapter Summary
8. Suggestions for Further Reading

In this chapter we will review the psychological research on gender-based violence and victimization. Gender-
based violence refers to forms of violence in which women are the predominant victims and men are the
predominant perpetrators; in addition, transgender individuals are also overrepresented among victims. Such
forms of violence include rape, intimate partner violence, sexual harassment, child sexual abuse, human
trafficking, female genital mutilation, and child marriage. For several reasons, gender-based violence is
tragically underreported. For example, victims sometimes believe that it was their fault or that they won’t be
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believed if they report it. And, frequently, victims of gender-based violence are blamed for the violence while

their perpetrators go unpunished. In sum, victims may perceive that the costs of reporting violence outweigh
the potential benefits. Gender-based violence has clearly demonstrated psychological and physical health
consequences for victims (United Nations, 2015).

Gender-based violence: Forms of violence in which women are the predominant victims and men are the predominant perpetrators;
transgender individuals are also overrepresented among victims.

Rape

Definition and Prevalence

In 2011, the U.S. Federal Bureau of Investigation (FBI) revised its definition of rape as follows: “Penetration,
no matter how slight, of the vagina or anus with any body part or object, or oral penetration by a sex organ of
another person, without the consent of the victim.” This definition includes instances in which the victim is
incapable of giving consent because of temporary or permanent mental or physical incapacity; for example,
they cannot give consent due to the influence of drugs or alcohol or because of age. By contrast, the FBI’s old
definition of rape was “the carnal knowledge of female forcibly and against her will.” In the revised definition,
notice that victims and perpetrators may be of any gender and that physical force is not required. Thus, the
revised definition focuses on the fact that some form of penetration occurs and that consent is not given.

Rape: Penetration, no matter how slight, of the vagina or anus with any body part or object, or oral penetration by a sex organ of
another person, without the consent of the victim.

Based on the FBI’s (2014) revised definition, 116,645 rapes were reported in the United States in 2014; that
means there were 36.6 reported rapes for every 100,000 inhabitants. It is important to note that rape is one of
the most underreported crimes. It is estimated that, between 2006 and 2010 in the United States, about 65%
of rapes and sexual assaults went unreported (Langton et al., 2012). Sexual assault includes rape and other
forms of unwanted sexual contact, such as sexual groping or crotch grabbing. Rapes committed by an
acquaintance are far less likely to be reported to the police compared with those committed by a stranger.

Moreover, most rapes are committed by acquaintances, often by an intimate partner or date. More than half
of female rape victims report that they were raped by an intimate partner, while 13.8% report that they were
raped by a stranger (Black et al., 2011). And in a study of adolescent girls’ experiences of sexual victimization,
40% of incidents occurred with a boyfriend or date (Livingston et al., 2007).

Rape is a form of gender-based violence. According to a well-sampled national survey conducted by the
Centers for Disease Control and Prevention, a woman has an 18.3% chance of being the victim of a rape in
her lifetime, compared with a 1.4% chance for a man (Black et al., 2011). Nearly one in five women have been
raped at some point in their lives, compared with one in 71 men. Perpetrators of rape are disproportionately
male: 99% of all persons arrested for rape are men (Rozée & Koss, 2001).

While most rapes are committed by men against women, it is important to remember that rape victims and
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perpetrators may be of any gender. Data show that sexual violence, such as rape, is alarmingly prevalent
among sexual minority and trans populations. For example, 46.4% of lesbians, 74.9% of bisexual women,
40.2% of gay men, and 47.4% of bisexual men have experienced sexual violence (Walters et al., 2013). High
rates of violence have also been reported in transgender populations (Stotzer, 2009). Still, there is not enough
research on sexual violence against members of gender and sexual minority groups (Turchik et al., 2016). In
this chapter, we primarily discuss rape of cisgender women by cisgender men and include data about

transgender people when available.

Impact of Rape

Many studies have examined the psychological responses of women following rape (see the review by Martin
et al., 2011). This research shows that rape is a time of crisis for a woman and that the effects on her
adjustment may persist for a year or more.

Compared with women who have not been raped, women who have been raped are more likely to experience
anxiety, depression, suicide ideation and attempts, and posttraumatic stress disorder (PTSD; Martin et al.,
2011). PTSD is a disorder that develops in some people after experiencing a terrifying event. While PTSD
affects about 1% to 3% of the population, about half of rape victims develop PTSD. People with PTSD may
have persistent and intrusive flashbacks or memories of the traumatic event, avoid anything that reminds them
of the event, experience reactivity symptoms (e.g., being easily startled, having trouble sleeping), and have
negative changes in their thoughts and mood (Bisson et al., 2015).

Posttraumatic stress disorder (PTSD): A disorder that develops in some people after experiencing a terrifying event. Symptoms
include reexperiencing symptoms (e.g., flashbacks, bad dreams), reactivity symptoms (e.g., easily startled, trouble sleeping), and
cognition and mood symptoms (e.g., distorted feelings of guilt, loss of enjoyment in activities).

Most women who have been raped have a negative psychological response immediately. Yet many will show
significant recovery within a year (Martin et al., 2011). A number of factors may worsen a woman’s
psychological response to rape, such as whether she had previously experienced sexual violence, how severe the
violence was, and how others reacted when she disclosed the rape. For example, a woman who has been
repeatedly victimized, has been victimized severely, or has not been supported or believed when she disclosed
the rape is likely to have a more negative psychological response. It is important to remember that no
particular psychological response to a trauma such as rape is “right” or “wrong.” We humans are sensitive but
also remarkably resilient.

Some women blame themselves for having been raped. A woman may spend hours agonizing over what she
did to bring on the rape or what she might have done to prevent it: “If I hadn’t worn that short skirt . . .”; “If I
hadn’t had so much to drink . . .”; “If I hadn’t been stupid enough to trust that guy . . .” This is an example of
a tendency on the part of both the victim and others to blame the victim. Of course, only the rapist is
responsible for rape. Blaming oneself for having been raped is associated with worse psychological outcomes
for women (Koss & Figueredo, 2004).

When discussing self-blame, the sociocultural context in which rape occurs is relevant. One study compared
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Black and White women who had been raped (Neville et al., 2004). The study found that the two groups of
women were similar in many ways, such as their self-esteem and coping after the rape, but their responses
differed in some systematic ways. Black women’s responses echoed the Jezebel stereotype that Black women
are hypersexual and promiscuous and therefore cannot be raped. Many of the Black women internalized this
negative stereotype and attributed their rape to it, and this attribution was associated with lower self-esteem.

The physical effects of rape are just as serious as the psychological effects (Centers for Disease Control and
Prevention, 2014; Martin et al., 2011). Some rape victims may experience physical injuries, such as cuts and
bruises, head injuries, or broken bones. Victims who were forced to perform oral sex may suffer irritation or
damage to the throat. Those who were anally penetrated may experience rectal bleeding and pain. Rape
victims may also contract a sexually transmitted disease, such as HIV/AIDS or herpes. Some rape victims
become pregnant; about 5% of rapes result in pregnancy (Holmes et al., 1996). There are also long-term
health effects. In general, having a history of being sexually assaulted is linked to worse overall health and a
variety of specific problems including chronic pelvic pain, menstrual disturbances, headache and other pain
syndromes, intestinal disorders, and sexual disorders (Martin et al., 2011).

The effects of rape are pervasive and extend even to those who have not been raped. In particular, most
women do a number of things out of fear of being raped, such as avoiding walking alone at night, holding
their keys out like a weapon, or checking the backseat of a car to make sure no one is hiding there. If you are a
woman, you can probably extend this list from your own experience. The point is that most women experience
the fear of rape, if not rape itself. This fear controls women by restricting their activities. Moreover, these
behaviors will do nothing to prevent the most likely kind of rape—acquaintance rape.

Rapists

Who is the typical rapist? The simple answer to this question is that there is no typical rapist. Rape is so
widespread, and rapists vary so much in occupation, education, marital status, race/ethnicity, previous criminal
record, and motivation for rape, that it becomes very difficult to make generalizations or claims about who the
typical rapist might be.

Nonetheless, researchers have identified four factors that seem to make men more likely to rape women or
predispose men to rape women (Abbey & McAuslan, 2004; Knight & Sims-Knight, 2011; Malamuth, 1998).
These factors were identified from research with a national representative sample of male college students
(Abbey et al., 2001).

One factor is growing up in a hostile or violent home environment. Boys who grow up in a home environment
that is hostile or violent are more likely to engage in sexual aggression against women. A hostile or violent
home environment may include violence between the parents (i.e., intimate partner violence) as well as
childhood abuse. Children are sensitive to many aspects of the home environment, and witnessing or
experiencing violence in the home—a place that is supposed to be safe and nurturing—can have profound
effects on their development.
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Another factor is delinquency. This can be related to the previous factor, as being involved in delinquency is
itself made more likely by coming from a hostile home. Still, delinquency increases the likelihood of engaging
in rape. Boys may rationalize their delinquent behaviors (e.g., stealing, fighting, drinking alcohol) as being
part of a tough or aggressive image, and they may associate with peers who encourage this image.

Sexual promiscuity is also a factor that predisposes men to rape. Some boys and men place a high value on
sexual conquests as a way to feel masculine or have high status among male peers. In turn, they may feel it is
perfectly reasonable to coerce or force women into having sex. This isn’t about enjoying sex and physical
intimacy with women so much as it is about viewing sex and women as a means to an end. One study of
college men found that over one-third reported that they would use arguments or pressure women into sex;
indeed, these men were more likely than other men to perpetrate sexual aggression (Gidycz et al., 2011).

Having a hostile masculine personality is another factor. A hostile masculine personality involves a deep hostility
toward women and a negatively defined, exaggerated masculinity that rejects anything that is feminine. Thus,
a man with a hostile masculine personality is focused on power and control and avoids or rejects nurturance
and vulnerability. This personality, combined with a willingness to have impersonal sexual relations without
emotional intimacy, is linked to engaging in sexual aggression (Hall et al., 2005; Malamuth et al., 1995). We
return to the psychological risks of this type of masculinity in Chapter 16.

By contrast, one factor seems to reduce a man’s likelihood of committing rape: empathy (Hunter et al., 2007).
That is, a man who has several of the risk factors listed above, but who also is sensitive to the needs and
feelings of others and isn’t focused solely on himself, is less likely to rape than a man who has the risk factors
and lacks empathy and is self-centered.

Causes of Rape

A number of theoretical views of rape have been proposed, most of which focus on men’s rape of women
(Turchik et al., 2016). Many of the theories of rape fall into the following categories (Baron & Straus, 1989;
Ullman & Najdowski, 2011):

1. Victim-precipitated. This perspective claims that a rape is always caused by a victim “asking for it.”
Victims, not perpetrators, are ultimately responsible for rape, according to this view. This view
represents the tendency to blame victims.

2. Psychopathology of rapists. This view claims that rape is a deviant act committed by men who are mentally
ill or disturbed. Thus, the rapist is not responsible for rape; instead, his psychopathology is to blame.

3. Feminist. The feminist theoretical view holds that rapists are the product of gender role socialization in
our culture. Feminists emphasize that rape isn’t about sex so much as it is an expression of male power
and dominance over women. Thus, rape is both a cause and an effect of gender inequality, in that they
perpetuate one another.

4. Social disorganization. The sociological view holds that crime rates, including rape rates, increase when
the social organization of a community or society is disrupted. Under conditions of social
disorganization—such as poverty or even war—communities cannot enforce norms against crime.
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The first view, that rape is caused by victims, is illogical. Rape is, by definition, nonconsensual, so no one can
“ask” to be raped.

Regarding the second view—that rapists’ psychopathology is to blame—there is some evidence that young
men who are sexual aggressors are likely to have been sexually abused in childhood (Knight & Sims-Knight,
2011). While some rapists have a history of victimization themselves, it does not follow that this history clears
rapists of responsibility for their violent behavior. Moreover, rape is too widespread a problem to be the result
of only men who are mentally ill or disturbed (Koss et al., 1994).

The feminist theory and social disorganization theory were examined in classic research by sociologists Larry
Baron and Murray Straus (1989). Both theories frame rape as a product of the sociocultural context. Baron
and Straus collected extensive data on each of the 50 U.S. states, seeing them as representing variations in
cultural context (think, for example, of the different cultures of Louisiana, New York, and North Dakota).
They collected data on the extent of gender inequality in each state (for example, the gap between men’s and
women’s wages). They also collected measures of social disorganization, such as the number of people moving
into or out of the states and the divorce rate. Their data gave strong support to three conclusions: (1) Social
disorganization contributes to rape (those states with the greatest social disorganization tended to have the
highest rape rates), (2) gender inequality is related to rape (the states with the greatest gender inequality had
the highest rape rates), and (3) pornography provides cultural, ideological support for rape (the states with the
highest circulation of pornographic magazines had the highest rape rates). This sociological research shows
that many complex factors in the culture may contribute to cultural values that encourage rape.

With regard to the conclusion regarding pornography, psychological research evidence has demonstrated that
pornography may promote sexual violence. For example, a recent meta-analysis found that, around the world,
pornography consumption is linked to engaging in sexually aggressive behaviors (Wright et al., 2016). Today’s
pornography is characterized by a high degree of brutal gender-based violence, including both verbal and
physical aggression and objectification of women, often representing rape of women and girls as sexy or even
pleasurable to victims (Bridges et al., 2010; Dines, 2015). It is likely that, especially for younger viewers,
pornography may function as a kind of informal sex education. That is, from a cognitive social learning
theoretical perspective, viewers may observe and learn from pornography that gender-based violence in sexual
relations is expected and arousing. Experimental research evidence demonstrates that viewing even nonviolent
pornography increases attitudes supportive of sexual violence, particularly for men who are low in the
personality trait of agreeableness (Hald & Malamuth, 2015). In other words, men who are more antagonistic
and unsympathetic to the needs of others are especially likely to become more supportive of sexual violence
against women after viewing pornography.

An extreme example of social disorganization is war, in which rape of women is common (Zurbriggen, 2010).
In 2008 we saw graphic examples of this in the war in Sudan’s Darfur (Robertson, 2008). Humanitarian
observers reported that rape was an integral part of the violence that the government of Sudan inflicted on
targeted ethnic groups. Likewise, the terrorist organization ISIL (Islamic State of Iraq and the Levant) has
engaged in systematic enslavement and rape of Yazidi (a religious minority group in Iraq) women and girls
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(Callimachi, 2015). Across history, rape has been a weapon commonly used in war.

Some cultural values support or even encourage rape. For example, in the United States, research has
documented widespread acceptance of rape myths, which are false beliefs about rape, rape victims, and rapists
(e.g., Barnett et al., 2016; Edwards et al., 2011). Three broad types of rape myths have been identified and can
be applied to other forms of gender-based violence, such as sexual harassment and intimate partner violence
(Koss et al., 1994). These myths, shown in Table 14.1, include victim precipitation (i.e., women ask for or
deserve rape), victim fabrication (i.e., women lie about the rape), and victim masochism (i.e., women enjoy being
raped). Note that the first theoretical cause of rape described above—that rape is caused by the victim—is
reflected in the rape myths described. Rape myths function to discredit victims’ accounts of rape and excuse
rapists’ behavior. Films (even nonpornographic ones), television, video games, and music may also include
content or depictions of gender and sexuality that help to convey and promote rape myths or permissive
attitudes about rape, such as when women are objectified (e.g., Beck et al., 2012; Bogle, 2008; Edwards et al.,
2011; Fox & Potocki, 2016).

Rape myths: False beliefs about rape, rape victims, and rapists, which support rape culture (e.g., victim precipitation, victim
fabrication, victim masochism).

Ultimately, rape myths help to perpetuate a culture in which rape is considered to be normal and is accepted.
Rape culture refers to a set of cultural attitudes and beliefs about gender and sexuality—for example, that it is
natural and normal for men to be sexually aggressive and that rape is inevitable. According to the feminist
perspective, rape will continue to be a widespread problem as long as we believe rape myths, objectify women,
and encourage men to be sexually aggressive.

Rape culture: A set of cultural attitudes and beliefs about gender and sexuality, e.g., that it is natural and normal for men to be
sexually aggressive and that rape is inevitable.

Rape myths also shape our sexual scripts (Ryan, 2011), which may be another factor in rape. Sexual scripts tell
us what sexual behaviors are appropriate and in what order. Adolescents quickly learn gendered expectations
about dating and sex through culturally transmitted sexual scripts. For example, there are sexual scripts for
hooking up and for seducing someone; there are also scripts for rape. Many scripts for heterosexual sexual
behavior support rape in conveying the message that men are supposed to be sexually aggressive and
uncontrollable in their sexual desire and that women are supposed to be sexually passive and say no but
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actually mean yes.

The peer group can have a powerful influence encouraging men to rape. In August 2012 in Steubenville, Ohio,
a 16-year-old girl who was intoxicated and unconscious was taken to parties where she was repeatedly raped
by two boys (Macur & Schweber, 2012). During this time, other boys watched, recorded, and joked about the
rape, supporting and encouraging it while the girl was incapable of resisting or consenting. The case gained
national attention, in part, because the boys posted about the rape on social media.

In some cases, miscommunication between men and women may be a factor. Because many people in the
United States are reluctant to discuss sex directly and frankly, they try to infer sexual interest from subtle
nonverbal cues, a process that is highly prone to errors. As discussed in Chapter 5, men are less skilled than
women at decoding nonverbal cues. In particular, men tend to inaccurately interpret women’s friendliness or
politeness as sexual interest (Abbey et al., 2001; Lindgren et al., 2008). To prevent miscommunication about
sexual interest, some people advocate for affirmative consent, in which partners explicitly and voluntarily agree
to have sexual relations with one another rather than assume or infer it based on nonverbal cues.

Prevention

How can we prevent rape from occurring? Strategies for preventing rape fall into three categories: (1)
changing the culture that contributes to rape, (2) avoiding situations in which there is a higher risk of rape,
and (3) if a rape is attempted, knowing some self-defense techniques. Let’s consider the first category.

Feminists argue that the responsibility for preventing rape should not rest on women’s shoulders but on men’s.
Ultimately, the best way to prevent rape is for men not to attempt it. To do this, our society would need to
make a radical change in the way it socializes boys (Hall & Barongan, 1997). That would mean not pressuring
little boys to be aggressive and tough, teaching boys to be more emotionally intelligent and empathetic, and
not demanding that adolescent boys demonstrate hypersexuality. It would also mean challenging rape myths.
This will likely take a while, but certainly it is possible and in society’s best interest.

In the meantime, how can we avoid situations that have a higher risk of rape? A quick Google search of “How
to avoid rape” will yield many pages, often from universities and public safety departments, giving advice to
women on how to avoid hazardous situations. Some of this advice may help, and some of it may contribute to
victim-blaming. Some colleges and universities post information on avoiding risky situations, discouraging
victim-blaming, and encouraging affirmative consent (Lund & Thomas, 2015). For example, one university’s
police and public safety department provides the following guidance:

Cartoon 14.1 Blaming the victim in cases of rape has been a serious problem. This cartoon satirizes that point
of view, showing how ridiculous it would be to take this stance in regard to another victim of crime, such as a
man whose wallet was stolen.
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Source: Marian Henley, copyright 1992.

1. Communicate your limits clearly. If someone starts to offend you or cross a line that you have set for
yourself, tell them firmly and early. Polite approaches may be misunderstood or ignored. If the person
does not respect your wishes, remove yourself from the situation immediately. Miscommunication can
be explained later. Do not give someone the chance to violate your wishes or boundaries. This can often
contribute to the guilt felt following unwanted sexual advances, but it does not make it your fault.

2. Be assertive. Often passivity can be interpreted as permission—it is not. Be direct and firm with someone
who is sexually pressuring you. Tell an acquaintance or your partner what you want—or don’t want—
and stick with your decision. Regardless, there must always be active consent on both sides. Consent to
one thing does not imply another.

3. Trust your instincts. If you feel you are being pressured into unwanted sex, you probably are. If you feel
uncomfortable or threatened around an acquaintance or your partner, get out of the situation
immediately. If you misread someone’s signals, you can always explain later.

4. Respond physically. Even clear communication is not always effective. Some people simply don’t listen or
don’t care. If either person is intoxicated or high, it may also complicate the situation. However, it is not
an excuse for someone to commit sexual assault. If someone is assaulting you and not responding to your
objections, you have the right to respond physically or to physically defend yourself if you feel you can
do so. If possible, push the person away, scream “No!” and say that you consider what the person is
doing to be rape. It is understandable that most people instinctively do not respond forcefully to people
they know. It is not your fault if you find that you are unable to do so. (University of North Carolina at
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Charlotte, 2017)

These strategies may help in some cases, but certainly not in all of them. For example, research has
demonstrated that verbal and physical resistance is sometimes effective in preventing rape in the face of an
attempt (Hollander, 2016; Rozée & Koss, 2001). Of course, we aren’t always able to resist.

Many have noted that these strategies don’t get at the real problem, which is men raping or attempting to rape
women. There is a fine line between empowering women to recognize and avoid risky situations and blaming
them for being raped. How can we teach strategies that might make us safer without blaming victims at the
same time?

On an institutional level, many colleges and universities have started programs designed to prevent rape.
Researchers have evaluated a variety of rape prevention programs, often in educational settings, such as with
incoming first-year college students. Programs generally use one of the following strategies (Gidycz et al.,
2011):

1. Awareness-based programs aim to create community change by raising people’s awareness of the
prevalence of rape and sexual assault.

2. Empathy-based programs focus on increasing the audience’s empathy by improving their understanding
of experiences and outcomes for rape victims.

3. Social norms–based programs encourage individuals to question the gendered norms that support gender-
based violence such as rape.

4. Skills-based programs aim to empower and teach people, especially women, skills that might reduce their
risk of being victimized (e.g., avoid excessive drinking).

5. Bystander intervention programs encourage people to intervene actively if they see violence occurring.

For example, some college campuses have implemented bystander intervention programs, such as Green Dot,
which also work to improve awareness and skills (Coker et al., 2015). These programs are designed to prevent
rape by increasing bystander intervention with four kinds of tactics, known as the Four Ds: direct, distract,
delegate, and delay. Direct tactics involve directly intervening by stepping into a situation to stop violence or
speaking up when sexist statements such as rape myths are repeated. Distraction tactics involve distracting the
potential rapist and removing the potential victim from harm. Delegation tactics involve multiple people
working together to de-escalate a potentially violent situation. For example, one person might speak with the
aggressor and another might provide support to the victim. Finally, delay tactics, which are more reactive and
are used after violence has occurred, focus on providing support and accessing resources for victims. The data
indicate that these programs are promising. Men attending college campuses with Green Dot bystander
intervention programs perpetrate less violence than men at other campuses, and violent victimization rates are
also lower (Coker et al., 2015).

The most effective programs have participants actively practice skills (Gidycz et al., 2011). Programs in which
an expert lectures to a passive class are less effective. Peer-led programs that have multiple sessions, with
repeated exposure and opportunities to practice skills, and that focus on a single gender in a small group (e.g.,
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an athletic team) seem to be most effective.

Self-defense training has been a controversial part of violence prevention. Self-defense training goes beyond
“fighting back” and emphasizes the empowerment of women in multiple ways (Hollander, 2016). For
example, such programs may include increasing awareness, assertiveness, and de-escalation skills, in addition
to physical defense skills that build on women’s strengths. Well-designed self-defense programs also foster
critical consciousness of gender roles and gender inequality.

In sum, men—not women—are responsible for men’s rape of women.

Nonetheless, there are some strategies that might help women avoid situations with a higher risk of rape.
Studies have consistently shown that active resistance such as screaming, fleeing, or physically struggling when
a man is attempting rape reduce a woman’s likelihood of being raped (Ullman & Najdowski, 2011). Active
resistance is not always effective and may not be possible. At that point, we must consider ways to help victims
recover and prevent rapists from reoffending.

Treatment

Once a rape has occurred, how can we help the victim and treat the rapist so that he does not repeat his
offense?

Treating Victims.

Women respond to being raped in diverse ways, and there is no one “right” or “normal” way to respond to this
kind of trauma. Some victims are severely traumatized and develop PTSD, some recover psychologically on
their own, and some fall somewhere in between.

For victims who have difficulty recovering from rape, they may seek psychotherapy. Psychologists have
developed therapies that are effective in treating the symptoms of PTSD in victims of sexual violence (Foa et
al., 1999; Koss, Bailey, et al., 2003). Today, therapies typically use cognitive-behavioral methods that target
problematic thoughts and behaviors (see Chapter 15). For example, in cognitive processing therapy, cognitive
distortions (such as “I deserved to be raped”) are believed to maintain PTSD symptoms. Thus, for a rape
victim with PTSD, a clinician using cognitive processing therapy might focus on the client’s cognitive
distortions about the rape, the sequence of events that preceded and followed the rape, and the broader impact
of the rape on their beliefs about themselves, other people, and the world. This cognitive-behavioral approach
has been effective in reducing both PTSD and depression symptoms in rape victims (Iverson et al., 2015).

Treating Rapists.

After committing rape, perpetrators are in need of treatment, not just punishment. The main goal with
treatment is to reduce the risk that a rapist will reoffend. How do we treat rapists so that they do not victimize
more people? The standard treatment for incarcerated sex offenders is called risk-need-responsivity, or RNR
(Hanson et al., 2009). Risk refers to treating people who are likely to reoffend, and need refers to the strength
of the person’s need to commit the crime. Responsivity refers to applying a treatment that is best matched to
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the characteristics of the offender. Just as with treating rape victims, cognitive-behavioral therapy is the

commonly accepted treatment for rapists (Prentky et al., 2011). For example, therapists might help the
perpetrator identify precursors to committing rape so that they can then work to intervene to change the
problematic thoughts, emotions, and behaviors. To evaluate the effectiveness of such a treatment, researchers
assess recidivism, or whether the person is convicted of committing the crime again. A review of studies using
cognitive-behavioral treatments for male sex offenders (this includes not only rapists but also men who have
committed other acts of sexual violence) found no difference in recidivism rates between treated and untreated
sex offenders (Dennis et al., 2012).

Photo 14.1 Many experts feel that women should learn self-defense skills as a way of combating rape, but
others feel that this strategy doesn’t address men’s role in rape.

Hyoung Chang/Denver Post/Getty Images.

There are limitations of these treatments and the research evaluating them, however. For example, most
treatments for rapists are given only to arrested and incarcerated offenders. This is problematic for several
reasons. First, the treatment doesn’t reach the many perpetrators whose rapes went unreported and
unprosecuted. Second, treatment may be court-ordered or imposed on prisoners, perhaps as a requirement for
parole. Such an imposition may motivate perpetrators to participate, but only superficially. These are not
perpetrators who come forward and say, “I really want to change my ways.” Treatment is not likely to be
effective for those who are unmotivated to really change. Third, recidivism is not a very precise measure of
reoffending because it only counts the rapes that are reported to the police, and rape is an underreported and
underprosecuted crime (Seidman & Pokorak, 2011). Thus, recidivism rates likely count only a fraction of
these crimes.

Some courts mandate anti-androgen drugs as treatment of sex offenders. The rationale behind this treatment
is that reducing testosterone levels will reduce sex drive. Despite the fact that courts may impose this
treatment, the evidence on its efficacy is very poor. That is, we don’t know how effective this treatment is, in
large part because the research is of poor quality (Khan et al., 2015).

The literature on the treatment of rapists leaves some big questions unanswered. For example, how do we
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effectively stop rapists from reoffending? And what is the fate of the rapist whose victim or victims never
report the rape? He remains unarrested and unjailed, and certainly untreated. What happens to him? Does he
continue to rape?

An Alternative: Restorative Justice.

Traditional methods of handling rape in the criminal justice system have three serious flaws: They often treat
the crime as minor and do nothing to halt men who are embarking on a career of sexual offending, those
rapists who are punished are not held accountable in a way that will reduce their threat of offending again in
the future, and the processes traumatize victims and their families. Mary Koss and her colleagues (Koss &
Achilles, 2006; Koss et al., 2014) have pioneered an alternative approach to the treatment of both rapists and
victims, known as restorative justice. The basic premise of restorative justice is that harm has been done and
that someone is responsible for repairing it. As such, restorative justice emphasizes (a) repairing harm done to
victims, (b) empowering victims, (c) holding perpetrators (called “responsible persons”) accountable through
making reparations to victims, and (d) rehabilitating responsible persons rather than simply punishing them.
Thus, restorative justice attempts to balance the needs of everyone involved. Koss’s program involves
conferencing, in which a highly structured and supervised meeting occurs between the victim, her family, and
the responsible person, but no attorneys. The responsible person describes what he has done and then listens
as the victim describes the impact on her. Family and friends—who experience a range of responses as
members of the victim’s interpersonal context—may contribute as well. Together, they make a plan for
reparations, which may include elements such as the responsible person paying for medical and counseling
expenses and time off work, making a formal apology, and answering the victim’s question: “Why did you
choose to do this?” The perpetrator is then held accountable for the next 12 months in matters such as making
the reparations.

Restorative justice: An alternative approach to the treatment of both rapists and victims, with the basic premise that harm has been
done and that someone is responsible for repairing it.

Restorative justice programs are controversial. On the one hand, there are concerns that they may trivialize
rape and revictimize women. Clearly, such a program should be undertaken only if the victim agrees to it. On
the other hand, it may offer the much-needed opportunity for rape victims to feel a sense of control and
validation. In opening up a more holistic discussion of the rape and its context, it may reduce victim-blaming
and ultimately secure some form of justice (McGlynn et al., 2012). In giving the victim voice, it may also
promote perspective-taking and empathy by the responsible person.

What do the data say? Evaluations of restorative justice conferences show that they are preferred over
traditional justice (e.g., trials) by 63% of victims and by 90% of responsible persons (Koss, 2014). In addition,
90% of all participants (e.g., victims, responsible persons, family, friends) reported that they felt listened to,
supported, and treated fairly and with respect and that they believed that the restorative justice conference was
successful (Koss, 2014).

Intimate Partner Violence
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It might seem that, given the high risk of rape, women should just stay home to be safe. Yet, in many cases,
women are not safer in their own home.

Definition and Prevalence

Women are more likely to be attacked, raped, injured, or killed by current or former male partners than by any
other type of assailant (Garcia-Moreno et al., 2006). Intimate partner violence (IPV) may include any of the
following components directed toward an intimate partner: (a) sexual violence, such as sexual coercion and
sexual assault; (b) physical violence, such as slapping, pushing, burning, or choking; (c) stalking or harassment;
(d) verbal aggression, such as name calling, insulting, or humiliating; (e) coercive control, which refers to
behaviors meant to monitor and control or threaten an intimate partner; and (f) control of reproductive or
sexual health, such as refusing to wear a condom during sex.

Intimate partner violence (IPV): Aggressive behaviors directed toward an intimate partner, including sexual violence, physical
violence, stalking or harassment, verbal aggression, coercive control, and control of reproductive or sexual health.

Coercive control: Behaviors intended to monitor and control or threaten an intimate partner.

The following statistics give some indication of the extent of IPV as a form of gender-based violence:

Around the world, an average of 30% of women over age 15 have experienced IPV (Devries et al.,
2013).
Globally, women are six times more likely than men to be murdered by an intimate partner (Stöckl et
al., 2013).
In the United States, about one in four women and one in seven men have experienced severe physical
violence by an intimate partner (Black et al., 2011).
More than one-third of American women have experienced rape, physical violence, and/or stalking by
an intimate partner, though prevalence varies across ethnic groups, as shown in Table 14.2.

Our focus here is on IPV perpetrated by men against women. It is true that in some cases, a woman may be
violent toward a man. However, when the violence is physical, the greater physical strength of the male body
means that, on average, far greater damage is done in male-perpetrated IPV. Patterns of mutual violence are
also common, but in these cases women show significantly worse psychological outcomes than men do
(Williams & Frieze, 2005). Violence also occurs in lesbian relationships (Kaschak, 2001; Turchik et al., 2016).
In addition, IPV is prevalent among transgender persons: In a community sample of transgender adults, one-
third reported that they had experienced IPV (White Hughto et al., 2017). Queer and trans victims may be
especially hesitant to report IPV because, as members of stigmatized minority groups, they are skeptical that
their needs will be addressed.

In the context of heterosexual marriage, wife-beating has a long history. It often has been considered a
legitimate form of behavior within marriage and a logical extension of men’s and women’s marital roles. In
Russia during the reign of Ivan the Terrible, the state church supported IPV by issuing a “Household
Ordinance” that detailed how a man might most effectively beat his wife (Mandel, 1975, p. 12).
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Source: Data from Black et al. (2011).

Nonetheless, it has long been unacceptable to talk about IPV from the victim’s perspective. The first
contemporary book exposing the topic was Scream Quietly or the Neighbors Will Hear, by Erin Pizzey (1974),
who opened a shelter for female IPV victims in England. And the 1994 case of the murder of Nicole
Simpson, allegedly by her ex-husband, O. J. Simpson, highlighted to the public that IPV perpetrators can kill.
Following that murder, domestic violence shelters were flooded with women, as many realized how dangerous
their situation truly was.

Consequences of IPV for Victims

IPV can have severe physical health consequences for victims. In relationships characterized by repeated
violent episodes, there is often a combination of physical assault, verbal abuse, rape, and coercive control.
Physical injuries can range from bruises, cuts, black eyes, concussions, broken bones, and miscarriages to
permanent injuries such as damage to joints, partial loss of hearing or vision, and even death. In a study with
women from a shelter for IPV victims, nearly three-quarters had sustained brain injury and many had
measurable cognitive impairments (for example, memory problems) as a result (Valera & Berenbaum, 2003).
IPV can be lethal. Conservative estimates are that, across North America and South America, intimate
partners commit approximately 40% of female homicides, but less than 1% of male homicides (Stöckl et al.,
2013).

The psychological impact can be devastating as well (Coker et al., 2011; Walker, 2001). Reactions of shock,
denial, withdrawal, confusion, psychological numbing, and fear are common. Depression and suicide attempts
are also common. Chronic fatigue and tension, startle reactions, disturbed sleeping and eating patterns, and
nightmares are also often found among battered women. If abuse continues over a long period of time, long-
term responses include emotional numbing, extreme passivity, and helplessness.

Although the term battered woman syndrome was originally coined for these responses, psychologists now favor
seeing them, like responses to rape, as instances of PTSD (Babcock et al., 2008; Coker et al., 2011; Walker,
1991).

Why do some women who are victims of IPV stay with the batterer? Each case is unique, but a number of
reasons have been identified (Hendy et al., 2003; Walker, 2001): (a) hope that he will reform, (b) having no
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other place to go, (c) fear that there will be reprisals from the batterer and that he may even kill her (as we saw
in the O. J. Simpson case), (d) concern about the children (they need a father, and so on), (e) lack of support
from family and friends, and (f) financial dependence (the woman cannot support herself). None of these
reasons justifies IPV, of course.

Consequences of IPV for Children

When IPV occurs in a household with children present, it is important to consider the impact on them as
well. Men who are violent toward their intimate partners are more likely to be hostile and aggressive toward
their children and display less positive parenting behaviors generally (Stover et al., 2013). It is traumatic for a
child to witness their mother being beaten. Children and adolescents who are exposed to IPV show signs of
trauma such as PTSD, increased aggressive behavior, depression, anxiety, and poorer school performance
(Kitzmann et al., 2003; Levendosky, Huth-Bocks, & Semel, 2002; Levendosky, Huth-Bocks, Semel, &
Shapiro, 2002).

The intergenerational transmission of IPV is also a serious concern (Ehrensaft et al., 2003; Fite et al., 2008;
Fulu et al., 2017). That is, children who grow up with IPV in their home may grow up to perpetrate or be
victimized by IPV. Research indicates that childhood exposure to parents’ IPV triples the chances that one
commits IPV in adulthood and also triples the chances that one is the victim of IPV in adulthood (Ehrensaft
et al., 2003). The consequences of IPV are pervasive.

IPV Perpetrators

What kind of man beats his wife or girlfriend? As with rape, we can give no profile of the “typical” batterer.
Such men are found in all social classes and in a wide variety of occupations.

Still, characteristics of the batterer are much better predictors of IPV than are characteristics of the victim
(Aldarondo & Castro-Fernandez, 2011). In other words, it’s something about perpetrators, not victims, that
causes IPV.

For example, compared with nonviolent husbands, violent husbands are more likely to have an insecure or
disorganized attachment style and to be more preoccupied with and jealous about their wives (Aldarondo &
Castro-Fernandez, 2011). These men are likely to feel anxious or unsure that their partner will love them and
stay with them; controlling their partners might be a strategy to make them stay. Male IPV perpetrators also
have more traditional attitudes about gender roles and attitudes condoning marital violence (Stith et al.,
2004). In addition, male IPV perpetrators are more likely to have experienced childhood trauma, including
neglect or sexual, emotional, or physical abuse (Fulu et al., 2017).

Photo 14.2 Witnessing IPV can have a profound effect on a child’s development.
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And yet, batterers are a diverse group. To make sense of this diversity, researchers have identified three types
of batterers (Holtzworth-Munroe, 2000; Holtzworth-Munroe et al., 2003). Family-only batterers tend to be
the least violent and show little violence toward people outside their family. Aside from beating their partners,
they show little psychopathology. The dysphoric-borderline batterer engages in moderate or severe violence
toward his partner but not toward others. These perpetrators demonstrate the most psychopathology,
exhibiting depression and anxiety and borderline personality characteristics such as extreme emotion
fluctuations and intense, unstable interpersonal relationships. Generally violent-antisocial batterers are the most
violent, both toward their partner and toward others, and they are likely to exhibit antisocial personality
disorder.

One important implication of knowing about these three types of batterers is that the treatment that works for
one of these types may not be effective for the others. We need multiple forms of treatment that are
appropriate to these different types of batterers. We will return to the topic of treatment in a later section.

Causes of IPV

A number of theoretical perspectives have been proposed to explain IPV. In many ways, these perspectives
parallel the theoretical perspectives on rape described earlier in this chapter. These parallels are logical, given
that many IPV perpetrators rape their partners.

One perspective is that IPV occurs because of the psychopathology of the female partner. In this view, the
woman is seen as a disturbed individual who brings on the attack and self-destructively stays with the man
who batters her. This view blames the victim and is not supported by evidence.

Another perspective is that the man who batters his female partner is simply a rare, psychologically disturbed
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individual. This view does not seem plausible in light of the high incidence of IPV documented by research.

A third perspective comes from sociological theory (e.g., Straus, 1980). It emphasizes how cultural norms and
attitudes condone or justify family violence generally, and IPV in particular. Sociologists call attention to the
process of gender role socialization, in which girls are socialized to be passive and boys are socialized to be
aggressive.

The feminist perspective holds that IPV is both a cause and an effect of gender inequality (Anderson, 1997;
Dutton & Goodman, 2005; Walker, 1980, 2001). Gender inequality causes IPV because it justifies a man’s
(the powerful authority’s) efforts to “discipline” his female partner, much as a parent may discipline a child.
And gender inequality is an effect of IPV insofar as IPV is a mechanism of men’s control of women. In this
way, IPV perpetuates gender inequality. Feminists also point out how, across history and even today, IPV
(like rape) is condoned or supported by rape myths (see Table 14.1).

Prevention and Treatment

The causes and consequences of IPV are complex, and no single measure is likely to address them all. If we
could reduce violence in American society in general, that would help to a certain degree. For victims of IPV,
though, their problems are special and require special solutions.

One solution involves providing shelter and refuge to victims. Domestic violence shelters address victims’
immediate need of having a safe place to go, and they can also provide emotional support and possibly job
counseling and legal advice. In the past four decades, domestic violence shelters have proliferated in the
United States, though they still cannot meet the needs of every victim. Domestic violence shelters and the
paraprofessional and peer counseling they provide are very successful treatments for victims of IPV (Sullivan,
2011). Crisis hotlines are also important so that the woman can get immediate help and access the resources
she needs (e.g., finding a shelter or medical care).

Photo 14.3 Domestic violence shelters are essential to supporting victims of IPV.

Kathryn Scott Osler/Denver Post/Getty Images.
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Clearly, treatment for the batterer, the victim, and the children is needed. Given that children who grow up
with IPV are more likely to be perpetrators and victims of IPV as adults, psychotherapy for the child is crucial
(Ehrensaft et al., 2003). Therapy that helps the child develop healthier emotional regulation and relationship
skills may help to interrupt the intergenerational transmission of violence.

Many victims of IPV develop symptoms of PTSD and depression. For those victims, cognitive trauma
therapy is available (Beck et al., 2016). Cognitive trauma therapy involves many components, including PTSD
education, mild desensitizing exposures to reminders of abuse, learning to undo negative self-talk, cognitive
therapy for guilt, and education on self-advocacy, assertiveness, and how to identify perpetrators. Cognitive
trauma therapy has demonstrated significant and large improvements in PTSD and depression (Beck et al.,
2016).

Legal and police reform are important in treating and preventing IPV (Walker, 2001). In many communities
and states, activists secured a mandatory arrest or shock arrest policy in which the man must be arrested and
spend a minimum of one night in jail if the police are called to respond to a case of IPV. The idea is to convey
clearly to the man that what he is doing is wrong and illegal. A complementary policy is the no-drop policy
(Goodman & Epstein, 2011). Formerly, IPV perpetrators might threaten the victim into dropping the
charges, giving the perpetrators a great deal of power. Today, many states have policies that say the case must
be prosecuted, regardless of the victim’s wishes. It might sound like a good thing to prosecute these cases, but
if the victim doesn’t want to do that, these efforts may actually take power away from them when they are
desperately in need of empowerment. Others have noted that these policies sound like they should work, but
there are concerns about how effective they actually are (Goodman & Epstein, 2011). How can we empower
victims and stop perpetrators?

Of course, at least some of the blame for IPV rests with traditional gender roles and gender role socialization.
IPV is a way of expressing male dominance and exerting control over women, thereby fulfilling the traditional
male role. Moreover, traditional gender roles encourage women to be submissive and stay with such a
husband. In sum, reforms in gender roles, socialization, and education will also be necessary to remedy the
situation fully.

Sexual Harassment

Gender-based violence includes sexual harassment, which can take a number of forms and occur in a variety of
contexts. Here we will focus on sexual harassment in the workplace and education.

Photo 14.4 Sexual harassment at work may be blatant, such as making it clear that sexual activity is a
prerequisite to being hired, or it may be more subtle, as is the case in this photograph. The woman cannot
avoid physical contact. Yet if the man is her boss, she may think it’s too risky to complain.
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Sexual Harassment in the Workplace

Because incidents of sexual harassment differ in the degree of offensiveness and coercion, they can be difficult
to define, both in a legal or scholarly sense and in a personal sense. The following is the official definition
given by the U.S. government’s Equal Employment Opportunity Commission (EEOC):

Harassment on the basis of sex is a violation of Section 703 of Title VII (of the United States Civil
Rights Act). Unwelcome sexual advances, requests for sexual favors, and other verbal or physical conduct
of a sexual nature constitute sexual harassment when

Focus 14.1 The Violence Against Women Act and Vulnerable Populations

Beyond supporting individual victims, what can be done on the societal level? In 1994, President Bill Clinton signed into law the
Violence Against Women Act (VAWA), which was drafted by Senator Joe Biden and received bipartisan support. This law is meant
to support victims and prosecute perpetrators of IPV and rape, regardless of their gender. (Although the title of the law suggests that
it covers only violence against women, the language of the law is actually gender-neutral.) For example, VAWA supports the
investigation and prosecution of IPV and rape, provides legal assistance to IPV and rape victims, and funds violence prevention
programs as well as domestic violence shelters and rape crisis centers across the United States. It also created the Office on Violence
Against Women in the U.S. Department of Justice. Previously, IPV was treated as a family problem and police were reluctant to get
involved, but VAWA requires that they help victims. Since VAWA was signed into law, rates of IPV have declined (Catalano,
2015). VAWA was reauthorized in 2000 (again signed by President Clinton) and 2005 (signed by President George W. Bush). Yet,
VAWA expired in 2011 because of disagreements about who should be protected by the law.

In 2011, a long battle ensued over efforts to extend VAWA protections to American Indian, immigrant, queer, and trans victims as
well as victims of human trafficking. These groups of people are especially vulnerable, in some cases because they are at higher risk of
being victimized by gender-based forms of violence. For example, IPV victimization rates are higher against American Indian
women (see Table 14.2; Black et al., 2011; National Congress of American Indians, 2013). Many scholars and those within
American Indian communities note that IPV was comparatively uncommon prior to European colonization. They argue that
colonization and the introduction of alcohol contributed to the rise in IPV among American Indians (Matamonasa-Bennett, 2015).

As noted earlier, high rates of violence have also been reported against queer and transgender populations (Cantor et al., 2015;
Stotzer, 2009). For example, a survey of 150,000 students at universities across the United States found that 39.1% of transgender,
queer, and other gender nonconforming seniors had experienced nonconsensual sexual contact during college (Cantor et al., 2015).
Relative to their cisgender siblings, transgender adults experience higher rates of harassment and discrimination (Factor &
Rothblum, 2007). Yet because gender and sexual minority groups remain so stigmatized, reporting violence or seeking help is a risky
choice. For example, victims may fear revictimization by way of victim-blaming and harsh interrogation about their sexuality or
anatomy.

Immigrant women are in a uniquely disadvantaged situation, in part because it is risky for them to go to the police when they are
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victimized. Reporting IPV or rape may put an immigrant’s legal status in jeopardy. For example, if an undocumented immigrant
reports that she’s been raped, the police may report her to U.S. Immigration and Customs Enforcement (ICE) instead of
prosecuting the perpetrator for raping her. In February 2017, an IPV victim who was also an undocumented immigrant was arrested
at a Denver courthouse while seeking a restraining order against her abuser. Cases like this—which received national news coverage
—have sparked fear and motivated other women in similar situations to drop their charges of IPV (Glenn, 2017). Thus, some
immigrant victims face the difficult choice of reporting and seeking help, and thus risking deportation, or keeping silent to remain in
the United States, thus risking revictimization. In addition, an IPV perpetrator might threaten to withhold his support for his
undocumented immigrant partner or report her to ICE if she reports his violence to the police. Language barriers and financial
dependence are additional barriers to help-seeking among immigrant IPV victims. One study of immigrant Latinas compared
histories of sexual assault, physical assault, stalking, and help-seeking between undocumented Latina immigrants and Latina
immigrants with permanent legal status (Zadnik et al., 2015). The results showed that, while the two groups of women did not
differ in terms of their histories of victimization, undocumented Latinas were significantly less likely to seek formal help when they
were victimized. Thus, undocumented immigrant women are especially vulnerable to IPV because they cannot simply seek help and
must often choose between revictimization and deportation.

Human trafficking victims are also especially vulnerable to gender-based violence, which we will discuss in more detail later in this
chapter. Quite simply, victims of human trafficking are disproportionately women and they are most frequently forced into
prostitution or sexual slavery (UNODC, 2014). They often live in the shadows, without the freedom to advocate for themselves
when they are victimized.

In sum, the research indicates that American Indian, immigrant, queer, and trans people are especially vulnerable to gender-based
violence, as are human trafficking victims. Members of these groups are more likely to be victimized and lack the power to seek help.
In 2013, VAWA was reauthorized and signed into law by President Barack Obama, with expanded protections for these vulnerable
groups. For example, VAWA now funds grants to tribal governments to support anti-IPV efforts and provide services to American
Indian victims. The law is up for reauthorization in 2018.

1. submission to such conduct is made either explicitly or implicitly a term or condition of an individual’s
employment,

2. submission to or rejection of such conduct by an individual is used as the basis for employment decisions
affecting such individual, or

3. such conduct has the purpose or effect of unreasonably interfering with an individual’s work
performance or creating an intimidating, hostile or offensive working environment.

The EEOC definition contains two parts. The first is often termed quid pro quo harassment and is captured in
points 1 and 2. Quid pro quo is a Latin phrase meaning “this for that,” or “I’ll scratch your back if you scratch
mine.” Quid pro quo harassment refers to exchanges such as the following: “Have sex with me and you can
keep your job,” or “Have sex with me and I’ll see to it that you get a big raise.” One recent and very public
example involved Hollywood film executive Harvey Weinstein, who was ousted as the co-chairman of the
Weinstein Company after the New York Times and the New Yorker reported that he had, over several decades,
sexually harassed and assaulted women in the film industry and paid settlements to keep his accusers quiet
(Farrow, 2017; Kantor & Twohey, 2017). After the reports were published, more than 80 women came
forward with their experiences of his predatory behavior. Many described a common scenario: They were
called to meet with Weinstein about a film project, and he’d make sexual advances toward them; if they
rejected his advances, he’d threaten to ruin their careers. In some cases, women reported that he followed
through on that threat. This pattern of quid pro quo harassment, in which sexual favors are a requirement for
employment, is illegal.
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The second part of the definition refers to a hostile environment and is captured in point 3. For this part of the
definition, there does not have to be a requirement of sex in exchange for hiring, promotion, or pay. Rather,
the issue is whether the behavior or environment in the workplace is so hostile to the victim that it interferes
with their work performance. A classic example is the landmark Supreme Court case Robinson v. Jacksonville
Shipyards (1991). In that case, Lois Robinson was employed at the shipyards in Jacksonville, Florida, and felt
that her work was impaired by working in a hostile environment, which included prominently displayed
pornographic pictures (e.g., a pinup showing a meat spatula pressed against a woman’s pubic area), crude and
explicit graffiti on the walls, and a dart board covered with a picture of a woman’s breast with the nipple as a
bull’s eye. The Supreme Court found in favor of Ms. Robinson and declared this kind of hostile environment
to be illegal.

Sexual harassment in the workplace is very common, probably more than most people realize. Like other
gender-based forms of violence, it often goes unreported. Thus, prevalence estimates vary considerably. One
meta-analysis found that 58% of women reported having experienced a behavior at work that fits the
definition of sexual harassment (Ilies et al., 2003).

Sexual harassment in the workplace is a serious concern. It can mean the difference between getting a raise or
promotion and getting fired. For the woman who supports her family financially, being fired for sexual
noncompliance can be devastating. Because she needs her job so much, she is vulnerable and the potential for
coercing her is enormous. Women who have been victimized in this way often describe the experience as
being degrading and humiliating; it can make one feel trapped and powerless. Sexual harassment has been
linked to anxiety, depression, sleep disturbances, nausea, headaches, and PTSD (Chan et al., 2008; Welsh,
1999). A meta-analysis examining the effects of harmful workplace experiences—including sexual harassment
and discrimination—on women found significant negative effects on women’s well-being, ranging from lower
work satisfaction to poorer physical and mental health (Sojo et al., 2016).

Sexual Harassment in Education

In Chapter 7, we briefly discussed peer sexual harassment among adolescents. In an educational setting, sexual
harassment is defined by the U.S. Department of Education Office for Civil Rights as “unwelcome conduct of
a sexual nature, which can include unwelcome sexual advances, requests for sexual favors, or other verbal,
nonverbal, or physical conduct of a sexual nature,” including sexual touching, comments, jokes, or gestures;
calling students sexually charged names; spreading sexual rumors; rating students on sexual activity or
performance; and circulating, showing, or creating e-mails or websites of a sexual nature. In this section, we
focus on instructors—teachers and professors—perpetrating sexual harassment against students.

We probably don’t need to tell you, but instructors have power over students. At a minimum, the professor or
teaching assistant holds the power of having the student’s grades in their hands. This means that any sexual
relations between an instructor and student are inherently unequal and problematic. Certainly, in the case of a
student who is a minor, sexual harassment may cross over into the category of child sexual abuse or statutory
rape. Still, even if the student is an adult, the power differential is problematic. For example, if a college
student consents to a sexual relationship with their professor or teaching assistant, the student is in a position

407



of lower power that complicates their ability to consent freely. And if they wish to end the relationship, that
process is also complicated by the instructor’s power over them.

How common is sexual harassment in education? The data indicate that, among undergraduates, about 62%
of female students and more than 75% of transgender and queer students have been harassed in some way or
another, ranging from sexual remarks and offensive jokes to persistent come-ons and requests for sex (Cantor
et al., 2015). In about 95% of these cases, respondents identified fellow students as the perpetrators. In other
words, undergraduate students identified instructors as the perpetrators in a small proportion of cases. Yet
among graduate student respondents, faculty members are more often the perpetrators.

In cases that occur in graduate school, the instructor controls critical evaluations and recommendations that
affect the course of the woman’s career. A recent survey found that 38% of female graduate students and 23%
of male graduate students reported that they had been sexually harassed by faculty or staff (Rosenthal et al.,
2016). Women report dropping courses, changing majors, or dropping out of higher education as a result of
sexual harassment. Sexual harassment is also linked to depression and symptoms of PTSD (Buchanan et al.,
2009).

Perpetrators of Sexual Harassment

Psychologist John Pryor has developed a person X situation model of sexual harassment (Hitlan et al., 2009;
Pryor et al., 1995). According to this model, characteristics of one’s personality characteristics (namely, sexist
attitudes) make some men more likely to sexually harass than others. Put those men in a situation conducive
to harassment and they harass. Pryor measures men’s likelihood to sexually harass (LSH) by asking them to
imagine a series of situations in which they have the opportunity to exploit an attractive woman sexually and
experience no negative consequences. For each situation, the men are asked to rate their likelihood of
behaving in a sexually exploitive way.

Organizational norms play a large role in creating situations conducive to harassment (Pryor et al., 1995;
Welsh, 1999). Some restaurants, for example, require the waitresses to wear short, tight skirts—and Hooters
is not the only guilty one. These restaurants have created a sexualized atmosphere in which customers and
coworkers are given permission to sexually harass the waitresses. Place a man who is high in LSH in that
situation and he is likely to harass.

Feminist Analysis

The feminist analysis makes several points about sexual harassment. As with other forms of gender-based
violence, victims are often blamed. For example, it might be argued that the victim behaved provocatively or
explicitly initiated sexual activity in hopes of getting a promotion, getting a good grade, and so on. By
contrast, the feminist perspective would argue that such activity is usually initiated by the man in the powerful
position.

Another point made by the feminist analysis emphasizes issues of power and control. Sexual harassment
happens precisely because men are so often in positions of greater power relative to women, whether at work
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or in education. Research indicates that women are most at risk for sexual harassment in male-dominated
workplaces (Hitlan et al., 2009). Of course, harassment in male-dominated jobs has the added effect of
maintaining occupational segregation (see Chapter 9). In addition, victims of sexual harassment lack power
and control over the harassment and the freedom to fight back or leave. It is extremely difficult to quit one’s
job and find a new job without facing significant financial consequences. In this way, victims experience a lack
of control over their own lives.

Photo 14.5 Organizational norms, such as requiring servers to dress provocatively, create a sexualized
atmosphere that is conducive to sexual harassment.

Ethan Miller/Getty Images Entertainment/Getty Images.

The feminist analysis also involves taking an intersectional approach to sexual harassment. Sexual harassment
may be racist, leaving women of color especially vulnerable. For example, one study with Black women found
that when harassment perpetrators were White, they tended to have more organizational power over the
victim (e.g., as a work supervisor). Moreover, White perpetrators were more likely to perpetrate racist sexual
harassment against the women, such as commenting on a woman’s “large Black behind” (Woods et al., 2009).
The researchers found that, relative to sexual harassment perpetrated by Black men, sexual harassment
perpetrated by White men was perceived more negatively and, in turn, led to higher PTSD symptoms.

Human Trafficking

Often referred to as “modern-day slavery,” human trafficking is the acquisition of people by improper means
such as force, fraud, or deception, with the aim of exploiting them, most often for sexual exploitation and
forced labor or slavery (UNODC, 2014). The United Nations and law enforcement agencies such as the FBI
have identified it as a significant and widespread human rights violation. Estimates vary, but between 21 and
26 million people are currently being trafficked (International Labor Organization, 2012; U.S. Department of
State, 2013). Around the world, estimates of the incidence of human trafficking are difficult to obtain, in part
because it is underreported. In addition, many countries do not collect data on human trafficking, and some
don’t even criminalize it. In the United States, the FBI began collecting data on human trafficking in 2013,
but only a handful of state and local agencies have supported this effort.

Human trafficking: The acquisition of people by improper means such as force, fraud, or deception, with the aim of exploiting them,
most often for sexual services and forced labor or slavery.

409



Like the other forms of violence discussed in this chapter, human trafficking is gendered: 70% of human
trafficking victims are women or girls, and about three-quarters of those prosecuted for child trafficking are
men (UNODC, 2014). In light of discriminatory laws about gender and sexuality around the world, trans and
queer people are especially vulnerable to human trafficking and are overrepresented among victims. Migrants,
refugees, people with disabilities, and members of religious minority groups are also at increased risk of
trafficking (U.S. Department of State, 2016).

About 79% of human trafficking involves sexual exploitation. For example, women and children (especially
girls) may be forced into prostitution. However, because trafficking is so underreported, it may be that other
forms of trafficking are more common than it seems. Forced labor and marriage, organ removal, and the
exploitation of children as soldiers are other forms of human trafficking (UNODC, 2014).

Although human trafficking occurs in every country around the world, it typically involves movement from
poor or less developed countries to wealthy or more developed ones (UNODC, 2014). Traffickers are often
from the same country as victims. A review of research on sex trafficking of girls and women found that
victims often (though not always) are poor, have low levels of education, and have a history of physical or
sexual violence within their families (Meshkovska et al., 2015). Many are simply seeking a way out of poverty.

Although data are sparse, it is undeniable that victims of human trafficking are at risk for physical and mental
health problems (Crawford, 2017). Researchers have documented a variety of mental health problems,
including PTSD, depression, and anxiety, as well as alcohol and substance use. Physical problems include
headaches, fatigue, abdominal and pelvic pain, loss of appetite, and sexually transmitted infections. Being the
victim of additional forms of violence and obtaining unsafe abortions have also been reported (Meshkovska et
al., 2015).

For therapists working with victims of human trafficking, feminist therapy provides some guidelines (Hopper,
2017). It is important first to build rapport and get the victim’s informed consent before proceeding with any
therapy. Next, the therapist conducts a safety assessment to determine immediate concerns about the victim’s
safety and a needs assessment to determine if there are basic needs (e.g., shelter, medical problems) that need
to be met before addressing emotional and psychological needs. The therapist will also work with the victim
to understand their narrative about being trafficked, assess their psychological symptoms, and focus on the
victim’s strengths to provide hope.

Photo 14.6 Human trafficking is a significant and widespread crime affecting between 21 and 26 million
people.
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Child Sexual Abuse

Child sexual abuse (CSA) includes the use, coercion, or forcing of a child to engage in sexual acts or imitate
sexual acts. Like other forms of gender-based violence, CSA has become more widely discussed in recent
years. Whereas a few decades ago it was considered unmentionable and rare, today adult victims freely and
openly share their childhood experiences of victimization on blogs and television shows.

Child sexual abuse (CSA): Behavior that includes the use, coercion, or forcing of a child to engage in sexual acts or imitate sexual
acts.

Prevalence of Child Sexual Abuse

For many years, CSA was considered a rare and unusual occurrence. Early research seemed to confirm this
idea, as very few CSA cases were reported and prosecuted in the United States. Yet those numbers were
misleading because, like other forms of gender-based violence, the vast majority of CSA cases go unreported
and unprosecuted. Recent well-sampled surveys of the general population indicate that approximately 30% of
girls are victims of CSA, with 8% of girls experiencing intercourse as part of the abuse (Bissada & Briere,
2001; Kendler et al., 2000). CSA often occurs alongside other forms of child maltreatment, such as neglect or
physical abuse (Pérez-Fuentes et al., 2013).

CSA is a form of gender-based violence that disproportionately affects girls. A large, nationally representative
sample of adults in the United States found that 10% of adults had experienced sexual abuse in childhood,
three-quarters of whom were women (Pérez-Fuentes et al., 2013). Worldwide, roughly 20% of women and
5% to 10% of men report that they experienced sexual abuse as a child (Freyd et al., 2005). Thus, about three
times more girls than boys experience CSA. And approximately 91% of CSA perpetrators are men (Cortoni et
al., 2010).
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Further complicating the efforts to accurately assess the prevalence of CSA, there is some controversy over
whether CSA may be forgotten and later remembered. That is, abuse may be so traumatic that memories of it
are repressed in order to protect the child’s well-being and development. Human memory is not perfect, so
just as it is the case that we may forget important events, it is also the case that we may remember events
inaccurately. The evidence indicates that memories of childhood sexual abuse can be forgotten for a period of
time and then remembered again. For example, in one study, 100 women who were known to have been
sexually abused as children—they had been brought to a hospital for the abuse and it had been medically
verified—were subsequently interviewed; 38% could not remember their prior abuse (Williams, 1992, 1994).
In another study with a similar design, only 10% of victims could not remember the prior abuse (Goodman et
al., 2003). However, that sample was based on prosecuted cases, and it seems likely that the prosecution
process increases memory of the event (Freyd, 2003). In a massive study of adults who were survivors of a
variety of traumatic events, delayed recall (forgetting the event for a time and then remembering it) was
reported by 20% of victims of child sexual abuse and by 16% of those who had experienced injuries in combat
or witnessed others being injured (Elliott, 1997). Therefore, the evidence seems to indicate that in a
significant proportion of cases, memories of CSA may be forgotten for a period of time and then remembered
again.

While school-age children are most at risk of CSA, younger children are less likely to report that they’ve been
victimized (Murray et al., 2014). Younger children are especially vulnerable in part because they may lack the
cognitive and social abilities to understand what has happened and speak up for themselves. They may think
the abuse is “normal,” blame themselves for it, feel guilty about it, or worry that the perpetrator (who may be a
family member or friend) will be punished.

Impact on the Victim

Research evidence clearly demonstrates that CSA can have serious consequences for victims, both in the short
run (while they are still children) and in the long run (when they are adults).

Studies of adults who were sexually abused as children have found evidence of serious psychological
consequences (Bulik et al., 2001; Testa et al., 2005). For example, one especially well-designed study focused
on female adult twins (Kendler et al., 2000). The researchers were especially interested in the twin pairs who
were discordant for abuse—that is, one member of the twin pair had been sexually abused but the other had
not. The results showed that CSA was linked to higher rates of depression, generalized anxiety disorder,
bulimia, alcohol dependence, and drug dependence. Another study, which sampled over 34,000 adults across
the United States, found that those who had experienced CSA had higher rates of mood disorders (e.g.,
depression), PTSD, ADHD, and suicide attempts (Pérez-Fuentes et al., 2013).

CSA appears to have effects on physical health as well (Briggs et al., 2011). For example, adults who were
victims of CSA are one and a half times more likely than those who weren’t abused to have had health
problems in the past year (Sachs-Ericsson et al., 2005). On average, victims of CSA show greater
psychological distress and more health problems (Freyd et al., 2005).
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Photo 14.7 Feminist activism, such as the Take Back the Night campaign, seeks to raise awareness of gender-
based violence and empower victims.

By AllenS - Own work, Public Domain.

The consequences of CSA vary from individual to individual. Some victims show severe distress and others
seem to show little or no distress. The evidence indicates that the extent of distress is associated with a
number of factors including, especially, the severity of the abuse (Kallstrom-Fuqua et al., 2004). Patterns of
sexual abuse can range from 5 minutes of fondling by a distant cousin to repeated forced intercourse by a
father or stepfather over a period of several years. The effects of CSA are the most severe when intercourse has
been involved, when the abuse has occurred repeatedly over years, and when it was committed by someone
very close, such as a father or stepfather (Kendler et al., 2000; Pérez-Fuentes et al., 2013). Nonetheless, every
person’s experience is unique and complex, and CSA of any degree or severity has the potential to cause great
harm.

Feminist Analysis

Feminists make several points about child sexual abuse. First, as with all forms of gender-based violence, they
warn against victim-blaming—that is, suggesting that a victim initiated sex with her abuser by her seductive
behavior and that he therefore cannot be held responsible. The evidence indicates that it is usually the
perpetrator who is the initiator. And even if the child were the initiator, the perpetrator, because of his age
and position of responsibility, must certainly refuse her. Second, feminists point out that, as a form of gender-
based violence, this is another instance in which men exercise power and control over girls and women. Third,
feminists want to alert the public to the frequency of CSA and the psychological damage it can do to girls and
women.
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Looking Forward

We need to acknowledge the victimization of girls and women. But we also need to move beyond that
recognition to empowerment. As psychologists, our job is to improve the quality of life for everyone, but
especially those who have been victimized or marginalized. How can we both acknowledge deep victimization
and empower those who have been victimized to freely live their lives?

Contrast these two terms: rape victim and rape survivor. Some advocates argue that the woman who has been
raped yet manages to return to a productive life is a survivor, not a victim. Even tragic situations in which
women are made powerless can be a means for women to begin to discover and regain their strength and
power, both at the individual level and at the level of the larger society. Throughout this chapter, we have
described victims. Does using the term victim imply that those who’ve been victimized are weak or somehow
deficient? We don’t think so, but we do think it’s important to be sensitive to this possibility. We also think
it’s important to be sensitive to the possibility that some feel pressured by the label survivor to “just get over
it.”

You may have heard the old saying “What doesn’t kill you makes you stronger.” Some psychologists have
considered this possibility for severe traumas such as the ones discussed in this chapter. They study
posttraumatic growth (Tedeschi et al., 2015; see Chapter 11). For example, research has found that some
women report positive life changes following rape, particularly if they have strong social support and feel a
sense of control over their recovery (Frazier et al., 2004). A meta-analysis of gender differences in
posttraumatic growth found that women displayed somewhat more growth than men (d = −0.27), averaging
over all types of traumas (Vishnevsky et al., 2010). Some women survive and even thrive following these
traumas, and we should recognize their resiliency and learn from them in order to help others who’ve been
victimized. It takes great courage to persist after trauma, so many have embraced the label of survivor to
acknowledge this courage and resiliency.

Experience the Research: A Scale to Assess Views on the Causes of Rape

In this exercise, you are going to construct a scale to assess people’s beliefs in the different theoretical views of the causes of rape (see
discussion of causes earlier in this chapter). Generate four statements for each theoretical view; the statements should be ones that
can be rated on a scale from strongly disagree (1) to strongly agree (5). For example, for the victim-precipitated theory, one statement
might be “Most rapes occur because the woman really wanted it.” For the feminist theory, one statement might be “Men use rape to
control women.” Once you’ve listed the 16 statements, have another person in this class check them to see whether each really
reflects one of the four theoretical views. Then administer your 16-item scale to five women and five men. Compute an average score
for each theoretical view for each person; that is, each of your participants will have a score on victim-precipitated beliefs,
psychopathology of rapist beliefs, feminist beliefs, and social disorganization beliefs.

Do you see patterns in your data? For example, do most people seem to hold most strongly to psychopathology of rapist beliefs? Are
there differences between men’s and women’s responses? If so, what is the pattern of those differences?

Chapter Summary

This chapter considered five forms of gender-based violence: rape, intimate partner violence, sexual harassment, human trafficking,
and child sexual abuse. These forms of violence have several characteristics in common. For example, these crimes are
disproportionately perpetrated by cisgender men against women and girls. Gender and sexual minority group members are also
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overrepresented among the victims. All have in common the reticence of the victims to report the occurrences and a corresponding
difficulty in helping the unknown victims and stopping the unknown perpetrators.

In all five, the victim traditionally has been blamed. Rape myths, which are false beliefs about rape, rape victims, and rapists, support
rape culture. Feminists emphasize the basic ways in which rape, IPV, sexual harassment, human trafficking, and child sexual abuse
represent male expressions of power and dominance over women.

All five of these forms of gender-based violence have significant psychological and physical health consequences for victims,
including PTSD, depression, injuries from assault, and sexually transmitted infections. Feminist therapy can help victims recover
from these experiences of victimization, which are traumatic in some cases. Feminist therapists encourage victims to avoid blaming
themselves and instead emphasize hope and resilience.

Suggestions for Further Reading

Paludi, Michele A., Martin, Jennifer L., Gruber, James E., & Fineran, Susan. (Eds.). (2015). Sexual harassment in education and work
settings: Current research and best practices. Santa Barbara, CA: Praeger. An interdisciplinary team of authors provide an overview of
research and policy on sexual harassment in education and work settings.

White, Jacquelyn, Koss, Mary P., & Kazdin, Alan E. (Eds.). (2011). Violence against women and children (2 vols.). Washington, DC:
American Psychological Association. This is the most up-to-date, authoritative series on violence against women.
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Chapter 15 Gender and Mental Health Issues

Outline

1. Depression
a. Gender Differences
b. The ABC Model

Focus 15.1: The Politics of Psychiatric Diagnosis: Premenstrual Dysphoric Disorder
2. Alcohol- and Substance-Use Disorders

a. Gender and Alcohol-Use Disorder
b. Causes of Gender Differences in Alcohol-Use Disorder
c. Predictors of Alcohol-Use Disorder in Women
d. Substance-Use Disorder

3. Eating Disorders
a. Anorexia Nervosa
b. Bulimia Nervosa
c. Causes of Eating Disorders
d. Feminist Perspective
e. Treatments for Eating Disorders
f. Prevention of Eating Disorders

4. Sexism and Psychotherapy
Focus 15.2: The Politics of Psychiatric Diagnosis: Gender Dysphoria

a. Gender Bias in Diagnosis
b. Gender Bias in Treatment

Focus 15.3: Sexual Misconduct by Therapists
5. Psychotherapeutic Approaches

a. Cognitive-Behavioral Therapy
b. Feminist Therapy

6. Addressing the Mental Health Needs of People of Color
7. Psychological Practice With Trans People
Experience the Research: Gender Stereotypes and Psychotropic Drugs
8. Chapter Summary
9. Suggestions for Further Reading

“I was eighteen when I started therapy for the second time. I went to a woman for two years, twice a
week. She was constantly trying to get me to admit that what I really wanted was to get married and have
babies and lead a ‘secure’ life; she was very preoccupied with how I dressed, and just like my mother,
would scold me if my clothes were not clean, or if I wore my hair down; told me that it would be a really
good sign if I started to wear makeup and get my hair done in a beauty parlor (like her, dyed blond and
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sprayed); when I told her that I like to wear pants she told me that I had a confusion of sex roles.”

Phyllis Chesler (1972), Women and Madness

When psychologist Phyllis Chesler wrote her revolutionary book Women and Madness in 1972, stories like this
one were not uncommon. Today, gender bias in diagnosis and treatment of mental health issues is more
subtle, just as modern sexism has replaced old-fashioned sexism in many other areas of life. In this chapter, we
discuss some of the mental health issues that show lopsided gender ratios in prevalence, the evidence on
gender bias in psychotherapy, and feminist therapy. We also consider American Psychological Association
guidelines for psychological practice with two marginalized groups: trans people and women of color.

Depression

According to the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5), at least five of
the following symptoms must be present for at least 2 weeks for a diagnosis of depression:

1. Depressed, sad, empty, or hopeless mood
2. Loss of interest or pleasure in all or nearly all activities
3. Significant increase or decrease in appetite and/or weight
4. Sleeping too much or too little
5. Psychomotor agitation or retardation (e.g., restlessness, being slowed down)
6. Fatigue or loss of energy
7. Feelings of worthlessness or inappropriate guilt
8. Difficulty concentrating or making decisions
9. Thinking about death, suicidal ideation, or even attempting suicide

These are the classic, defining symptoms of depression.

Gender Differences

No matter how you count it, more women than men are depressed. The gender difference is found whether
the index is diagnosable depression, people seeking therapy for depression, or even depressive symptoms in
samples drawn from the general community. The lifetime prevalence of depression is 15.9% for girls and
women but 7.7% for boys and men (Merikangas et al., 2010). A meta-analysis of gender differences in
depression using nationally representative samples found that about twice as many women as men are
depressed, or d = –0.37 (Salk et al., 2017). At the intersection of gender and ethnicity, these differences were
found across ethnic groups in the United States. The meta-analysis included studies from 90 countries,
finding that effect sizes in depression vary somewhat, but the same general pattern of gender differences is
found across cultures and income levels (Salk et al., 2017).

One important finding about depression is that, across the lifespan, the gender difference changes. In
childhood, there appears to be no gender difference in depression. Yet in early adolescence, girls’ depressive
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symptoms begin to accumulate (Hankin et al., 2015; Salk et al., 2016). In U.S. community samples, a gender
difference emerges between 11 and 12 years old, peaks at 16 (d = –0.47), and then decreases and remains
stable in adulthood (d = –0.19 to –0.30; Salk et al., 2016; Salk et al., 2017). Adolescence is a challenging time
for many youth, but it seems there’s something especially difficult about it for girls.

It was once argued that these higher rates of depression in adolescent girls and women are not cause for
concern because the gender difference is an “artifact” rather than a true difference. That is, it seemed possible
that, in reality, men and women suffer equally from depression but that women are overrepresented in the
statistics, perhaps because they are more willing to admit the symptoms or to seek help for their problems. We
now know that the difference is not an artifact, but a true mental health disparity.

We also know that no single factor (for example, stress) accounts for the gender difference in depression.
Multiple factors are involved, and different people may become depressed for different reasons. Newer
theories of depression, such as the ABC model, must integrate multiple factors to explain gender differences
in depression.

The ABC Model

The ABC model is illustrated in Figure 15.1 (Hyde, Mezulis, & Abramson, 2008). The diagram is complex,
and we will break it down in the sections that follow.

The ABC model is a vulnerability-stress model. That is, people carry with them different levels of
vulnerability to depression. In the presence of stress, those with high vulnerability are likely to become
depressed. Someone who does not have high levels of vulnerability might encounter the same stress and not
become depressed. The A, B, and C stand for three categories of factors that make someone vulnerable to
depression: affective, biological, and cognitive. Let’s consider each of them.

Affective vulnerability.

The A stands for affective (or emotional) vulnerability. Specifically, the focus here is on temperament, which
we discussed in Chapter 7. Temperament refers to constitutionally based individual differences in reactivity
and regulation. It includes emotional traits that appear early in life and predict later behaviors and
psychological problems, such as negative emotionality. Children who are high in negative emotionality tend to
become upset, fearful, sad, or tearful more easily than their peers, and they are highly sensitive to negative
stimuli. A number of studies have shown that negative emotionality predicts depression in adolescents and
adults (Clark et al., 1994; Colder et al., 2002; Newman et al., 1997).

How can the affective factor of negative emotionality explain the gender difference in depression? Although
meta-analysis has shown that there is no gender difference in average levels of negative emotionality, there is
some evidence that, as a group, girls are somewhat more variable in this trait (Else-Quest et al., 2006). That
is, girls display slightly more variability (variance) in negative emotionality so that, even though there is no
average gender difference, there are more girls who score in the top 20% for negative emotionality. Those girls
with higher negative emotionality are more vulnerable to depression.
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Biological vulnerabilities.

The B is for biological vulnerabilities. Here we discuss two potential biological factors—genetics and issues
associated with puberty—but there are also others such as epigenetic factors and neurobiological changes.

Figure 15.1 The ABC model of depression explains the emergence of gender differences in depression during
adolescence.

Source: From Hyde, Mezulis, & Abramson (2008).

The Human Genome Project has mapped the thousands of genes that constitute the human genome. A
dozen or more of these genes have been implicated in depression, many of which have to do with coding
proteins that are part of the serotonin system. Serotonin is one of the neurotransmitters involved in
depression. Selective serotonin reuptake inhibitors (SSRIs) increase serotonergic activity in the brain and are
effective in treating depression (Levinson, 2005).

Much research has focused on a serotonin-related gene called 5-HTTLPR, which has evidence for its
importance to depression. The two alleles for this gene are called s (for short) and l (for long), so people may
have an s/s, an s/l, or an l/l genotype. In an important study, researchers showed that s is the vulnerability gene
and that it interacts with stress to predict depression (Caspi et al., 2003). One stressor they studied was child
maltreatment, ranging from no maltreatment to severe maltreatment. The outcome was major depression
occurring between ages 18 and 26. Individuals with the l/l genotype were unlikely to experience depression,
regardless of whether they suffered maltreatment. Those with the s/s genotype had low rates of depression
with no maltreatment, but with severe maltreatment they had high rates of depression. The results, then,
show a genotype × environment interaction. While there are some contradictory findings, other researchers have
found a similar effect (for a meta-analysis, see Karg et al., 2011). These results are also an example of a
vulnerability-stress interaction. The s/s genotype creates a vulnerability, and in the presence of severe stress

(child maltreatment), depression is a likely outcome.1

1. In case you are wondering about people with the s/l genotype, they fall in between the s/s and the l/l. That
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is, under conditions of severe maltreatment, s/l people have a rate of depression that is moderate, falling
between the low rate for l/l people and the high rate for s/s people.

As discussed in Chapter 2, feminists have often been critical of biological explanations for gender differences
because such explanations tend to promote biological determinism and reinforce a patriarchal status quo (Salk
& Hyde, 2012). Do these criticisms apply to this research on gender and depression? For several reasons, we
don’t think so. Contemporary genetics research is far more sophisticated than the old-fashioned biological
determinism that feminists have criticized. The research does not show, for example, that those with an s/s
genotype absolutely will develop depression. Among s/s individuals, even under conditions of severe
maltreatment, far less than 100% become depressed. Indeed, these findings and others in contemporary
genetics research actually demonstrate the great importance of environment, including stress, in development
(Salk & Hyde, 2012).

How can this gene–stress interaction help to account for gender differences in depression? It turns out that
men and women are equally likely to have the vulnerable s/s genotype, so the answer may lie in stress. That is,
if girls and women experience more stress than boys and men do, that would create a gender difference in
depression among those with the s/s genotype. We will return to this important point later.

The sharp emergence of the gender difference in depression occurs around age 12, making puberty a suspect.
In particular, researchers have examined pubertal timing, or whether kids are reaching puberty early, on time,
or late relative to their peers. That is, pubertal timing is another biological vulnerability. For transgender
youth, puberty is especially fraught with challenges, but there are not yet sufficient data to demonstrate
precisely how pubertal timing plays a role in their well-being. We currently know much more about the effects
of pubertal timing for cisgender youth. Early puberty has often been considered detrimental for cisgender girls
(Ge & Natsuaki, 2009; Natsuaki et al., 2015). Consider the girl who develops sexy curves and noticeable
breasts at 10 or 11: She is sexualized and teased by her peers and, compared with other girls, is less able to
handle it, precisely because she is young and not mature enough to manage such social challenges (see
Chapter 7). By contrast, for cisgender boys, early puberty is often welcome good news. These boys grow taller
and more muscular ahead of their peers and thus perform better athletically. Nonetheless, meta-analysis
indicates that early puberty is positively associated with internalizing disorders (like depression) among
cisgender girls (d = 0.19) and boys (d = 0.16; Ullsperger & Nikolas, 2017). Thus, early puberty is a risk factor
for depression, regardless of gender.

Cognitive vulnerabilities.

C is for cognitive vulnerabilities. We consider three of them here: negative cognitive style, rumination, and
objectified body consciousness.

Negative cognitive style is rooted in the hopelessness theory of depression, formulated by psychologist Lyn
Abramson and her colleagues (1989). According to hopelessness theory, a negative cognitive style makes a
person vulnerable to depression. Like the ABC model, hopelessness theory is a vulnerability-stress theory of
depression.
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Negative cognitive style: A tendency to attribute negative life events to internal, global, and stable causes.

Hopelessness theory: A vulnerability-stress theory that a negative cognitive style makes a person vulnerable to depression.

People with a negative cognitive style tend to show a particular pattern of thinking when they experience
negative life events (e.g., failing a test, losing a job, getting sick). When negative life events happen to people
with a negative cognitive style, they tend to do three things: (1) They conclude that the negative event implies
bad things about themselves—that is, they make an internal attribution. For example, after failing a math
exam, a student says, “I got the F because I’m stupid” rather than “I got the F because the exam was way too
difficult.” (2) They attribute the negative event to global causes. In other words, they believe that whatever
caused the negative event is going to generalize to many other areas of their lives (a global attribution). The
student thinks, “I’m so stupid, I’m probably going to fail the exams in my other classes, too.” (3) They believe
that whatever caused the negative event is going to continue in their lives and create more negative events in
the future (a stable attribution). The student concludes, “I’m never going to understand math. I’m just not
smart enough.”

In sum, people with negative cognitive styles tend to make internal, global, stable attributions about negative
life events. Someone who does this will, in turn, feel hopeless and convinced that there is nothing to be done
to stop negative life events from happening.

Research with children under 11 indicates no gender difference in cognitive style (Abela, 2001; Gladstone et
al., 1997). Yet research with adolescents shows that girls have a slightly more negative cognitive style (Hankin
& Abramson, 2002). Adolescence, then, is when the cognitive vulnerability stage is set for the gender
difference in depression to emerge.

Psychologist Susan Nolen-Hoeksema (1991, 2001) introduced a second type of cognitive vulnerability to
depression: rumination, which refers to the tendency to think repetitively about one’s depressed mood or
about the causes and consequences of negative life events. People who ruminate just can’t seem to get these
negative thoughts out of their heads, which predisposes them to depression. One meta-analysis found that
gender differences in rumination are very small in childhood (d = –0.14) but swell during adolescence (d =
−0.36; Rood et al., 2009). Another meta-analysis found that gender differences in rumination are significant
but small in adulthood (d = –0.24; Johnson & Whisman, 2013). Additionally, research has demonstrated that
co-rumination—essentially, when peers frequently discuss or rehash problems with one another—helps to
explain the emergence of gender differences in depression in adolescence (Stone et al., 2011). That is,
adolescent girls are more likely to co-ruminate, which then contributes to the onset, severity, and duration of
depressive symptoms that they experience. Girls’ and women’s greater tendency to ruminate and co-ruminate,
then, may help explain gender differences in depression.

Rumination: The tendency to think repetitively about one’s depressed mood or about the causes and consequences of negative life
events.

A third type of cognitive vulnerability to depression is objectified body consciousness, which was described in
detail in Chapter 2. The body surveillance component—a repetitive self-surveillance to make sure that one’s
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body conforms to cultural ideals—is most relevant here. Longitudinal research shows that body surveillance
predicts later depressive symptoms among adolescents (Grabe, Hyde, & Lindberg, 2007). And by age 11, girls
score higher than boys on body surveillance (Grabe et al., 2007). Thus, body surveillance and the cultural
forces that create it contribute to the gender difference in depression.

Negative life events.

We have described the three categories of vulnerabilities to depression: affective, biological, and cognitive. But
these are just vulnerabilities, and a vulnerability-stress theory such as the ABC model also requires stress for
the development of a disorder like depression. Negative life events or serious stress are theorized to interact
with or activate the existing vulnerabilities to depression, thereby triggering the development of depression. It
is well established that negative life events predict depression including, specifically, depression in adolescence
(Grant et al., 2004; Monroe & Reid, 2009; Tram & Cole, 2000).

Thus, logic follows that if boys and girls experience similar rates of negative life events but girls are more
vulnerable to the effects of those negative life events, a gender difference in depression would emerge.
However, it turns out that girls and women actually experience slightly more negative life events than boys
and men do (d = –0.12; Davis et al., 1999). According to a meta-analysis of research on major and minor life
events, the gender difference was not significant in childhood, but was in adolescence (Davis et al., 1999). The
gender difference in adolescence was also larger for appraisals (that is, how unpleasant or stressful the event
was) of the event (d = –0.29) rather than just for the occurrence of the event. In other words, compared with
their male peers, adolescent girls experience a greater number of negative life events and they report that those
events are more stressful.

This meta-analysis lumped together all types of negative life events and may not have given sufficient weight
to the really serious events. For example, child sexual abuse is among the most serious and detrimental of
negative life events, and girls are more than twice as likely as boys to report sexual abuse in childhood and
adolescence (Kendler et al., 2000; see Chapter 14).

Another category of negative life events is peer sexual harassment in the schools, as discussed in Chapter 7.
More girls than boys report being victims, and girls are also more upset by such incidents (American
Association of University Women, 2011). And a majority of LGBTQ youth report being verbally harassed
because of their sexual orientation or gender expression (Kosciw et al., 2014). In sum, peer sexual harassment
is more common for adolescents who aren’t straight cisgender boys.

Violence and poverty are additional factors that contribute to depression in girls and women and help to explain
the gender difference (Belle & Doucet, 2003; Cutrona et al., 2005; Koss, Bailey, et al., 2003). Gender-based
violence was discussed in detail in Chapter 14, but it is clear that the experience of being victimized can lead
to depression. Regarding the second factor, poverty has become increasingly gendered. An increasing
proportion of those living below the poverty line are women or women and their children, a phenomenon
known as the feminization of poverty. In turn, this pattern is related to factors such as the increased
proportion of single-parent households headed by women, the inadequacy of child support payments
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following divorce, and the lack of decent, affordable child care that would allow these women to work at jobs
that could bring them to self-sufficiency (Belle & Doucet, 2003). Abundant evidence shows a link between
poverty and mental health problems (Belle & Doucet, 2003). Therefore, the feminization of poverty has
mental health implications for women.

Feminization of poverty: The increasing trend over time for women to be overrepresented among the poor in the United States.

Research indicates that women who are financially stressed and have responsibility for young children
experience more symptoms of depression than other women do. One study found that 40% of the low-income
mothers in the sample had sufficient symptoms to be categorized as depressed (Coiro, 2001). It is clear that
the higher rates of poverty among women contribute to the higher incidence of depression in women.

Summary.

We have looked at the three categories of factors—affective, biological, and cognitive—proposed by the ABC
model to make a person vulnerable to depression when faced with negative life events. It’s important to
remember that no single factor explains the emergence of the adolescent gender difference in depression.
Instead, multiple pathways and multiple factors may contribute to girls’ higher depression. For one girl, it may
be an s/s genotype combined with a history of childhood abuse or other trauma. For another, it may be a high
level of body surveillance combined with a comment from a boy that she looks like she’s gaining weight.
While humans are very adaptable and many overcome significant challenges, there are also many ways and
reasons that we may develop disorders like depression.

Focus 15.1 The Politics of Psychiatric Diagnosis: Premenstrual Dysphoric Disorder

The American Psychiatric Association publishes a thick book called the Diagnostic and Statistical Manual of Mental Disorders (DSM).
The latest edition, DSM-5, came out in 2013. Why is this book important? It contains the listing of all the official labels or
diagnoses that psychiatrists and psychologists can give to people’s mental disorders, together with a list of the criteria or symptoms
that a patient must show in order to be given a particular diagnosis. Money is involved because, in order for your health insurance to
pay for psychotherapy, the therapist must give you an official diagnosis from this book, which then becomes part of your medical
record. In turn, a diagnosis from the DSM must be noted in situations such as an application for disability insurance and may
exclude you from certain occupations or educational training. A DSM diagnosis may help you gain access to therapy, but it is also
potentially stigmatizing.

The DSM-5 contains several controversial diagnoses. One such diagnosis is premenstrual dysphoric disorder (PMDD). (Dysphoria is
the opposite of euphoria; dysphoria means unhappiness or depressed mood.) To be diagnosed with PMDD, a person with a female
body must display at least five of the following symptoms during the last week of most menstrual cycles during the past year: mood
fluctuations, irritability, anger, or increased interpersonal conflict; depressed mood, hopelessness, self-deprecation, or marked anxiety
or tension; decreased interest in usual activities; subjective difficulty in concentrating; lethargy or fatigue or lack of energy; marked
appetite change with overeating or food cravings; insomnia or hypersomnia; and feelings of being out of control. Somatic symptoms
such as bloating, weight gain, breast tenderness, and joint or muscle pain may also be present (American Psychiatric Association,
2013). Many of these symptoms are also present in depression, but a key difference here is timing. Symptoms should improve or
even disappear in the first week of the menstrual cycle, only to return again a few weeks later.

Is PMDD an attempt by the American Psychiatric Association to incorporate PMS into its diagnoses? Advocates of the PMDD
diagnosis maintain that PMDD is more severe than PMS (Epperson et al., 2012). They also claim that PMDD is very rare—with
only 2% prevalence, which is about the same as the prevalence of autism spectrum disorder. Yet skeptics have pointed out several
problems with the PMDD diagnosis.
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One reason to be skeptical about PMDD is that the scientific evidence backing it is disputed. While the DSM is supposed to
contain only diagnoses that have been validated scientifically, there are many social scientists who remain critical of a PMDD
diagnosis. For example, there is some concern that PMDD is culture-bound, existing only in certain cultures. If a disorder results
from hormonal fluctuations in the female body, wouldn’t we expect women across cultures to experience it? Most PMS research has
been done in a small number of Western nations. Research conducted in Hong Kong and mainland China indicates that women
there report premenstrual symptoms of fatigue, water retention, pain, and increased sensitivity to cold (Chrisler & Johnston-
Robledo, 2002). American women do not report increased sensitivity to cold and Chinese women do not report depression. These
findings also confirm the argument that many PMS symptoms are culturally constructed.

There is also a suspicion of drug company involvement (Ali et al., 2010). The pharmaceutical company Eli Lilly developed and
owned the patent to the antidepressant Prozac. The patent was about to expire and, with it, huge profits. Eli Lilly repackaged Prozac
(fluoxetine) as Sarafem, a treatment for PMDD and, miraculously, PMDD appeared in the DSM at about the same time.

A diagnosis of PMDD might be harmful to women in several ways. For example, a woman who is diagnosed with PMDD might be
regarded as emotionally unstable or mentally ill and then denied insurance coverage or custody of her children. As a rule, one should
be suspicious of any psychiatric diagnosis that can be applied to one gender only.

What about women who do feel depressed just before their period? Don’t we need a diagnosis for them? There already is one—
depression. They can be treated for it, with no need for gender-stereotyped and potentially harmful labels of PMDD.

In sum, there is serious question about the scientific validity of PMDD. Even a process as seemingly innocent as psychiatric
diagnosis may involve gender stereotypes and practices that can be harmful to women.

Alcohol- and Substance-Use Disorders

Gender and Alcohol-Use Disorder

Each year in the United States, alcohol causes nearly 107,000 deaths, from car crashes to liver disease (Centers
for Disease Control and Prevention, n.d.). Thirty percent of these deaths are among women. In addition to
the well-known damage that alcoholism does to women’s day-to-day functioning, heavy drinking increases
women’s mortality rates. Chronic conditions such as alcoholic liver disease and cirrhosis, as well as acute
conditions such as falls, poisoning, and motor vehicle crashes, are the most common types of alcohol-
attributable deaths among women.

In addition, even moderate alcohol intake is linked to an increased risk of breast cancer. About 4% of breast
cancer cases are attributed to alcohol use (Collaborative Group on Hormonal Factors in Breast Cancer, 2002).
Research indicates that alcohol raises the levels of specific sex hormones that are known to increase breast
cancer risk (Dorgan et al., 2001). In addition, long-term alcohol abuse of the kind that occurs in alcohol-use
disorder actually shrinks the brain, and the effect is larger in women than in men (Wuethrich, 2001).

We can think of drinking behavior as falling along a continuum from abstinence at one end to dependence at
the other, with moderate drinking, heavy drinking, and problem drinking falling in between. As can be seen
in Table 15.1, there are gender differences in any use of alcohol, with more men than women consuming
alcohol. Alcohol-use disorder is characterized not only by excessive alcohol use, but also by the associated
failure to fulfill major role obligations (e.g., work, school, home). As such, alcohol-use disorder can have
pervasive and far-reaching impacts. The ratio of men to women with alcohol-use disorder is approximately
3:1. This gender difference is found across nations, although the gender ratio varies somewhat from one
country to another (Wilsnack et al., 2009). The gender difference exists across ethnic groups in the United
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States, but overall rates differ across ethnic groups. That is, American Indians have the highest rates of
alcohol-use disorder, followed by Whites, Hispanics, African Americans, and Asian Americans (American

Psychiatric Association, 2013).

Alcohol-use disorder: A psychological disorder characterized by excessive alcohol use and associated failure to fulfill major role
obligations (e.g., work, school, home).

In short, despite the greater prevalence in men, alcohol-use disorder remains a very serious matter for women.
Why did it take so long for scientists to alert us to this issue? One reason is that, as recently as 1995, all-male
research samples were still common (Greenfield, 2002). And because alcohol-use disorder is stereotyped as a
“masculine” problem, women with alcohol-use disorder stand a good chance of being overlooked.

Source: Data from Substance Abuse and Mental Health Services Administration (SAMHSA; 2014).

Causes of Gender Differences in Alcohol-Use Disorder

Heavy drinking almost always precedes and often predicts the development of alcohol-use disorder, and more
men than women are heavy drinkers (Dawson et al., 1995). That then leads to this question: Why are more
men heavy drinkers? One possibility has to do with gender roles; in short, women’s drinking is restricted and
men’s is encouraged. That is, heavy drinking and drunkenness are more socially disapproved for women than
for men (Vogeltanz & Wilsnack, 1997). Therefore, women must limit their alcohol consumption to avoid this
social disapproval. Also, men experience more social pressure to drink than women do (Suls & Green, 2003).

Another possibility has to do with how female bodies respond to alcohol. That is, alcohol has greater
bioavailability in women than in men, such that, given equivalent doses of ethanol, a woman will experience a
higher blood alcohol level than a man, even when body weight is controlled for (El-Guebaly, 1995; York &
Welte, 1994). Partly, this has to do with metabolic differences between male and female bodies (Baraona et
al., 2001). Women are therefore more sensitive to the effects of alcohol. According to this explanation,
women may learn to moderate its use, thereby avoiding becoming problem drinkers.

Predictors of Alcohol-Use Disorder in Women

Many factors may contribute to the development of alcohol-use disorder in women, including genetic factors,
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a history of childhood adversity, having a mood disorder, and having a spouse or partner who has a drinking
problem.

A substantial body of evidence indicates that genetic factors contribute to alcohol problems, although some
researchers believe that genetic influence is weaker in women than in men (Hicks et al., 2007). Certainly, it is
true that not everyone who has an alcoholic parent will also become alcoholic. Some factors may actually
protect such people from developing alcohol use problems. For example, one study found that being in a good
marriage protected women who had an alcoholic parent from also becoming alcoholic (Jennison & Johnson,
2001).

A history of childhood adversity is a strong predictor of alcohol problems in women. One especially important
factor is childhood sexual abuse. For example, one study with a sample of women with alcohol- and/or
substance-use disorders found that 51% had experienced childhood sexual abuse and 39% had been exposed
regularly to physical abuse by a parent (Berry & Sellman, 2001). Another study examined adverse childhood
experiences (such as physical, emotional, or sexual abuse; physical or emotional neglect; having household
members with a history of incarceration, mental illness, and/or substance abuse; and parental discord and
violence) and found that such experiences were associated with problematic alcohol and substance use (Dube,
Anda, et al., 2002; Dube, Felitti, et al., 2003). Moreover, a higher number of adverse childhood experiences
increased the likelihood that a participant developed an alcohol- and/or substance-use problem.

Depression and anxiety are commonly associated with alcohol problems in women (Mann et al., 2004). One
question is this: Are the depression and anxiety the cause or the effect? Do they precede or follow alcohol-use
disorder? In some cases, people may self-medicate their depression or anxiety with alcohol use. In others,
excessive alcohol use may lead a person to make maladaptive choices (e.g., driving while drunk, missing work
or school), the negative effects of which foster the development of depression or anxiety.

Substance-Use Disorder

Substance-use disorder (what many people might think of as drug abuse and addiction) has a cluster of
cognitive, behavioral, and physiological symptoms that develop from a person’s excessive use of a substance
despite its creating significant problems in their life (American Psychiatric Association, 2013). Diagnostic
criteria also include the failure to fulfill major role obligations at work, school, and home; the desire and
perhaps failed efforts at stopping or cutting back on use; cravings or preoccupation with obtaining the
substance; and using increasingly larger amounts of the substance over time to achieve the desired effect.
These are, essentially, the same diagnostic criteria as for alcohol-use disorder. Excessive use of the substance
(whether it be heroin, cocaine, methamphetamine, etc.) activates the brain’s reward system, making the user
feel an intense sensation of being rewarded for their behavior.

Substance-use disorder: A psychological disorder characterized by excessive use of a substance (e.g., heroin), an associated failure to
fulfill major role obligations (e.g., work, school, home), failure to cut back on use, cravings, and using increasingly greater amounts of
the substance over time.

Although drug addiction is stereotyped as masculine, plenty of women suffer from addictions, and the pattern
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is not at all new. During the 19th century, the majority of morphine and opium addicts were women (Kandall,
1996). In 1894 Dr. Joseph Pierce proclaimed, “We have an army of women in America dying from the opium
habit—larger than our standing army. The profession [medicine] is wholly responsible for the loose and
indiscriminate use of the drug” (Kandall, 1996, p. 631). Addiction to prescription painkillers remains a public
health problem in the 21st century.

Today, as Table 15.1 shows, substantial proportions of women continue to use illicit drugs such as cocaine,
and many use the licit drugs of alcohol and nicotine (tobacco). Several historical shifts have also occurred in
recent decades. For example, the decriminalization of marijuana has made its use less stigmatized and more
socially acceptable.

Another historical shift is evident in the use of the illicit drug heroin and the attention it receives. In
particular, the use of heroin, an opioid, has attracted considerable media attention in recent years as we’ve
witnessed demographic shifts in the population of users. When heroin was disproportionately used by men of
color in lower income communities, there was little media attention or public health funding regarding heroin
addiction and treatment. Today, 90% of those who began using heroin in the last decade are White, and
about half are women (Cicero et al., 2014). Most users live in rural and suburban communities and began
using heroin when their use of prescription opioids such as OxyContin became too expensive (Cicero et al.,
2014). While it is difficult to prove that media and public health attention for heroin use is dependent on the
race, class, and gender of users, the pattern is disturbing. Moreover, an intersectional perspective would note
that low-income men of color, and their well-being, have historically been marginalized.

Gender dynamics are also important in women’s substance-use disorder. Men often are the gatekeepers who
get women involved in illicit drug use and addiction (Collins, 2002). Straight women are more likely to have
used heroin at the urging of a male sex partner, and men are more likely to have tried it due to pressure from
other men. The economics of addiction also mean that many women who become addicted to illicit drugs
may be drawn into prostitution to pay for their drugs (Collins, 2002).

As to the factors that increase a woman’s risk of developing substance-use disorder, the list looks much like
the one predicting alcohol-use disorder. It includes genetic factors, childhood sexual abuse, inadequate
parenting, drug use by peers, and adult victimization by intimate partner violence (Goldberg, 1995; Hicks et
al., 2007; Kilbey & Burgermeister, 2001). In one large, well-sampled study, 6.6% of women who had a history
of child sexual abuse met criteria for substance-use disorder, compared with 1.4% of women with no history of
abuse (MacMillan et al., 2001).

In sum, while women may not abuse alcohol and other drugs to the same extent that men do, substance-use
disorder is an important issue for women. Not only do they themselves suffer enormously from dependence on
drugs, but also, increasingly, women are being legally charged for damage to a fetus exposed to harmful drugs
during a pregnancy (Martin, 2015).

Eating Disorders
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Disordered eating behaviors are common among adolescent girls and adult women. Among college women,
26% engage in dietary restraint, 21% to 32% binge eat, 9% self-induce vomiting, 6% to 9% misuse laxatives,
and 7% misuse diuretics (Celio et al., 2006; Luce et al., 2008). By age 20, approximately 5% of women in the
United States have developed an eating disorder (Stice et al., 2013). These disorders are noteworthy in part
because they are chronic and have high relapse rates; they are also deadly. In the DSM-5, diagnostic
categories for eating disorders include anorexia nervosa and bulimia, as well as binge-eating disorder and
others. Here we focus on anorexia and bulimia, which are well researched and overwhelmingly more common
among women, with gender ratios of 10:1 (American Psychiatric Association, 2013).

Anorexia Nervosa

When asked if she had a personal motto, the supermodel Kate Moss famously replied, “Nothing tastes as
good as skinny feels” (quoted in Selby, 2014). This quote has been embraced by those with a singular focus on
thinness, including pro-anorexia websites and individuals with anorexia nervosa.

Anorexia nervosa is a disorder in which one essentially starves oneself. Anorexia disproportionately affects
girls and women: More than 90% of people with anorexia are female. In addition, the great majority of people
with anorexia are adolescents, with the usual age of onset being between 13 and 25. Anorexia is estimated to
afflict 0.8% to 2.8% of young women (Stice et al., 2013).

Anorexia nervosa: An eating disorder characterized by over-control of eating for purposes of weight reduction, sometimes to the
point of starvation.

According to the DSM-5, the following are the official criteria for a diagnosis of anorexia nervosa: (a)
restriction of energy intake, leading to a body weight that is at or below the minimum normal weight for that
person’s age and height; (b) an intense fear of gaining weight or becoming fat, even though the person is
underweight; and (c) disturbance in the experience of one’s body weight or shape, an undue influence of body
weight or shape on self-evaluation, or persistent denial of the seriousness of the current low body weight.
Anorexia may also include recurrent episodes of binge-eating and purging, such as self-induced vomiting.

The extreme weight loss characteristic of anorexia results from the individual’s compulsive dieting. Although
they may begin with “normal” dieting, it soon gets out of control. They might limit their food intake to
perhaps 600 to 800 calories per day or restrict their diet to only a few low-calorie foods, perhaps existing solely
on cottage cheese and apples. Their thoughts become excessively focused on food and eating, and rituals
develop around eating. They eat in private and generally become so preoccupied with their diet that social
activities and relationships become irrelevant.

The compulsive dieting is a result of an intense fear of gaining any weight and a corresponding drive toward
thinness. But their body image is severely distorted, so that they believe they are fat even though they are
emaciated, perhaps 20% or more under normal body weight. Despite the low intake of calories, the individual
with anorexia often undertakes overly strenuous exercise to try to burn off more calories. Only making matters
worse, a person with anorexia usually engages in denial: They firmly maintain that they have no problem and
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that they are not underweight. They also tend to resist any treatment or psychotherapy, convinced that such
efforts will only make them fat.

Bulimia Nervosa

Bulimia nervosa is an eating disorder characterized by episodes of binge-eating large amounts of food while
feeling a lack of control over eating, followed by purging behaviors, such as self-induced vomiting, misuse of
laxatives, diuretics, or other medications, fasting, or excessively exercising. Like anorexia, bulimia also includes
an undue influence of body weight or shape on self-evaluation. An individual with bulimia may consume
4,000 to 5,000 calories per day yet continue to lose weight because they purge the food.

Bulimia nervosa: An eating disorder in which the person binges on food and then purges the body of the calories by vomiting, using
laxatives or diuretics, fasting, or excessively exercising.

Prevalence estimates are that 2.6% of young women are bulimic and that 4.4% engage in bulimic behaviors
but are below the threshold for diagnosis (Stice et al., 2013). The prevalence of bulimia is alarming, especially
because the health consequences of it are so serious. Some of these are the result of starvation. An individual
with bulimia may suffer serious damage to their teeth and esophagus, due to the acidity associated with
vomiting. They may also develop problems with their stomach, heart, and bones, and may even die from
complications of the disorder.

Causes of Eating Disorders

Many factors have been proposed as causes of or risk factors for eating disorders, including biological factors,
personal traits such as perfectionism and low self-esteem, traumatic life events, and a culture that is obsessed
with thinness (Jacobi et al., 2004; Striegel-Moore & Bulik, 2007; Tylka & Hill, 2004).

For example, it has been proposed that anorexia is a result of biological causes. People with anorexia do have
some abnormalities in their biological functioning, but it’s not clear whether the physiological problems are
the cause of the anorexia or the result of starvation (Piran, 2001). The problem is that physicians may not
identify these physiological problems until the patient is already anorexic. Many of the problematic conditions
seem to be the result of starvation; that is, most of the conditions reverse and return to normal as the person
gains weight. For example, electrolytes are important for the proper functioning of the nervous system, and
electrolyte levels (e.g., potassium) are disturbed in people with anorexia. In people with bulimia, low
potassium levels may result from vomiting and use of laxatives and diuretics. Convulsions, low blood pressure,
low heart rates, and irregular heartbeats are other results of the starvation. It seems, though, that each of these
physiological problems is a result, rather than a cause, of eating disorders.

Nonetheless, other biological characteristics that are not problems or abnormalities might indirectly be
associated with eating disorders. For example, a large longitudinal study of young women with body
dissatisfaction found that adolescent girls with a lower body mass index (BMI) had a greater risk for later
developing anorexia (Stice et al., 2017). Researchers are not sure why being thin makes a woman more likely
to develop anorexia.
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There is also emerging evidence that eating disorders such as bulimia involve brain mechanisms like those
seen in substance addiction. Research points to the possibility of dysfunction in the brain’s reward system that
leads individuals to engage in binge-eating (Schulte et al., 2016).

Another possible biological factor for eating disorders is genetics. Both twin studies and adoption studies
show that there are significant genetic effects on eating disorders (Baker et al., 2009; Klump et al., 2009).

Personal characteristics or traits may also increase risk. For example, global self-esteem has been negatively
associated with disordered eating behaviors (Zeigler-Hill & Noser, 2015). In addition, perfectionism has been
identified as a risk factor for both anorexia and bulimia (Fairburn et al., 1999). Of course, not all perfectionists
develop eating disorders. Perfectionism is a vulnerability that, combined with a particular stressor—like the
belief that one is overweight or a comment from a gymnastics coach that one is getting too heavy to be
successful in the sport—leads to the development of an eating disorder (Joiner et al., 1997).

Like many mental health issues, traumatic life events increase risk for eating disorders. Traumatic events may
predispose a person to developing an eating disorder or may precipitate an eating disorder in someone who is
already vulnerable. For example, compared with healthy controls, patients with eating disorders are much
more likely to have a history of child sexual abuse (11% vs. 35%; Fairburn et al., 1997). Those with eating
disorders are also considerably more likely (50%) to have been teased repeatedly about their weight or
appearance compared with healthy controls (28%).

Finally, research indicates that a major factor in the development of eating disorders is the internalization of
the thin ideal and the pressure to be thin (Stice et al., 2017). Many feminists have linked this thin-ideal
internalization to objectified body consciousness and our culture’s obsession with thinness.

Feminist Perspective

The feminist perspective emphasizes the socialization practices and media messages of our society over the
pathology of the individual (e.g., Gilbert et al., 2005). The person with anorexia shows an extreme reaction to
the socialization and thin-ideal messages that all women in American society hear while growing up. High-
fashion models, Playboy centerfolds, and Miss America contestants present images of slimness that are
difficult to live up to. Just as wealthy Chinese for centuries bound the feet of their daughters to achieve a
culturally defined standard of beauty, so a particular standard of appearance of thinness is enforced in
American society, not through physical methods but rather by socialization.

Here are some of the data on historical shifts of the past 75 years: In the 1950s, the average BMI of Miss
America winners was 19.4; by the late 1980s it had declined to 18.0 (Spitzer et al., 1999). The average model,
dancer, or actress today weighs less and looks thinner than 95% of the female population in the United States
(Wolf, 1991). The World Health Organization’s cutoff for anorexia is a BMI less than 17.5. Meanwhile, the
average actual BMI of American women age 18 to 24 went from a little over 22 in 1970 to a bit over 24 in
1990 (Spitzer et al., 1999). In other words, despite decades of emphasis by the women’s movement on these
issues, the gap between ideal and actual women’s bodies has only increased.
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Photo 15.1 “Nothing tastes as good as skinny feels,” according to fashion model Kate Moss (pictured here).
The media feature models who are unrealistically thin, which contributes to a culture that fosters eating
disorders in women.

David M. Bennett/Getty Images Entertainment/Getty Images.

College women rate their ideal figure as considerably thinner than their actual figure (Lamb et al., 1993). In
fact, dissatisfaction with weight is so common among adolescent girls and women that it has been termed a
normative discontent (Rodin et al., 1985). In one study of sixth-, seventh-, and eighth-grade girls, 72% dieted
(Levine et al., 1994). And in another study among fourth graders (10-year-olds), 51% of White girls and 46%
of Black girls selected an ideal body size, from an array of drawings, that was thinner than their current size
(Thompson et al., 1997).

Research indicates that being exposed to thin-ideal models in the media leads girls and women to feel
dissatisfied with their own bodies (Grabe et al., 2008). These findings hold true in both correlational and
experimental studies. That is, women who watch more thin-ideal media experience more body dissatisfaction,
and women experimentally exposed to media experience more body dissatisfaction compared with women in
the control group.

These standards of beauty are attached to White culture. For example, Black women tend to hold a larger
body as the standard and feel more positively about their bodies, relative to White women (Grabe & Hyde,
2006). Similarly, Latinx beauty standards tend to value curves over thinness (Perez et al., 2016). Yet these
ethnic differences are not as large as they once were, and women of color are often held to White standards of
beauty. Immigration and acculturation may also lead to shifts in which beauty standard women of color
internalize. One study with female international students from Asian nations studying in the United States
found that eating disorder symptoms were correlated with the internalization of Western appearance norms
(Stark-Wrobleski et al., 2005).
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Psychologist Eric Stice (2001) put many of these factors into a model of the development of bulimic
symptoms (see Figure 15.2) and tested the model with a sample of girls initially assessed when they were in
ninth or tenth grade and then followed up 10 months and 20 months later. According to the model, the initial
force is cultural pressure to be thin. This cultural pressure is internalized, leading the girl to become
dissatisfied with her body. This dissatisfaction in turn leads to two outcomes: She engages in dieting, and she
experiences increased negative affect (moodiness and feelings of depression). Dieting further contributes to
the negative affect. The dieting and negative affect in turn lead to actual bulimic symptoms. Stice’s results
with the high school sample indicated significant support for every link in the model, and other studies have
shown similar findings (e.g., Tylka & Hill, 2004).

Treatments for Eating Disorders

For people with eating disorders, three treatments have been used: cognitive-behavioral therapy, family-based
therapy, and antidepressants (Wilson et al., 2007).

Cognitive-behavioral therapy (CBT) is a frequently used therapy for people with eating disorders such as
anorexia and bulimia. Cognitive-behavioral therapy helps people change not only their behaviors but also the
way they think about themselves and the world around them. People with anorexia or bulimia often have
distorted perceptions of their own bodies, believing themselves to be fat when they are thin. They may believe
that weight gain is a sign of indulgence or lack of control and that thinness would solve all other problems.
They base their own feelings of self-worth on how well they are controlling their eating and their weight,
feeling worthless or inadequate. They are preoccupied with weight control such that it distracts them from
other matters. CBT targets all of these problematic thought patterns. People with eating disorders are often
extremely rigid in holding onto these ideas, making any form of therapy difficult. CBT therefore also targets a
patient’s motivation to change.

Cognitive-behavioral therapy: A system of psychotherapy that combines behavior therapy and restructuring of dysfunctional thought
patterns.

Figure 15.2 A model of the factors that contribute to the development of bulimia.

Source: Stice (2001). Copyright © 2001 by the American Psychological Association.

Research evidence suggests that CBT is effective in treating anorexia, despite methodological flaws (Wilson et
al., 2007). A review of studies comparing CBT to other treatments found that CBT led to improvements in
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important outcomes like BMI, eating disorder symptoms, and related psychopathology such as depression
(Galsworthy-Francis & Allan, 2014). Still, the review concluded that CBT doesn’t appear to be any more
effective than other current forms of treatment, such as family therapy, in treating anorexia.

Family-based therapy (FBT) is based in family systems theory, which regards the person with anorexia not as
an isolated, disturbed individual, but rather as a person embedded in a complex system that includes their
family and society at large (Minuchin et al., 1978). Family events during the person’s childhood may
predispose the individual to anorexia. Family interaction and communication patterns trigger and then
perpetuate the problem in adolescence.

The predominantly upper-middle-class families of anorexic girls tend to emphasize beauty (and therefore
thinness) and tangible signs of success, such as good grades. Dieting produces external, tangible signs of
“success” and simultaneously allows the girl to gain a sense of control. But the girl’s problem behavior also has
devastating effects on the functioning of the family. Parents feel scared and powerless about their daughter’s
eating disorder, which then becomes the focus of the family.

Following from family systems theory, FBT is necessary. Therapy for the girl alone is believed to be
inadequate because she remains embedded in the family that maintains her illness. Thus, both the person with
bulimia or anorexia and her family must participate.

Research evaluating the effectiveness of FBT on eating disorders has focused mainly on a specific form called
the Maudsley model (Lock & le Grange, 2005; Schmidt et al., 2015). Data indicate that the Maudsley model
of family therapy is effective for many adolescents with anorexia (Blessitt et al., 2015).

How effective is FBT with bulimia? One study randomly assigned adolescents (mostly girls) with bulimia to
receive either CBT or FBT for 6 months (Le Grange et al., 2015). Researchers evaluated the patients at the
end of the treatment, and then again at 6 and 12 months posttreatment. The results are shown in Figure 15.3.
While both forms of therapy improved outcomes for many of the individuals with bulimia, FBT
demonstrated quicker effects. The researchers also found that FBT was especially effective in families where
there wasn’t a high amount of family conflict.

Antidepressants—especially fluoxetine, an SSRI—have also been used in the treatment of anorexia, but there
is little evidence that they are effective (Chavez & Insel, 2007; Wilson et al., 2007). Some people with
anorexia also have depression, and antidepressants may be helpful with that aspect. Antidepressants are also
sometimes used successfully with people with bulimia (Chavez & Insel, 2007).

Despite encouraging findings with CBT and FBT, the sad truth is that outcomes for people with anorexia
and bulimia are not good enough. Successful treatment of anorexia and bulimia often takes many years, and
some people never recover. For example, one review found that only about 50% of people with anorexia ever
fully recover from their disorder, while 20% to 30% continue to experience some symptoms, 10% to 20%
remain ill, and 5% to 10% die from complications of the disorder (Steinhausen, 2002). Data on outcomes of
people with bulimia are only slightly better (Steinhausen & Weber, 2009).
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Figure 15.3 Percentage of adolescent patients who abstained from binge eating and purging at the end of 6
months of treatment with randomly assigned cognitive-behavioral therapy or family-based therapy, and at 6
and 12 months posttreatment.

Source: Data from Le Grange et al. (2015).

Prevention of Eating Disorders

Of course, it would be far better to prevent eating disorders rather than to treat them after they have
developed. A number of prevention programs have been created, and some show evidence that they are
effective (Stice & Shaw, 2004; Stice et al., 2009). Programs that just provide education are not effective, nor
are single-session workshops. Multiple sessions that actively involve participants are needed. Effective
programs tend to have any or all of the following emphases: promoting self-esteem, stress management skills,
healthy weight-control behaviors, and critical analysis of the thin ideal in our culture. Prevention programs are
also most successful if they are targeted at high-risk girls rather than general samples of girls. Peer-led
interventions for college women in sororities have also been effective (Becker et al., 2008).

Sexism and Psychotherapy

As the second wave of feminism emerged in the late 1960s, psychotherapists and the institution of
psychotherapy became the object of sharp attacks for sexism (e.g., Chesler, 1972). A widely cited experiment
used as evidence in support of these attacks was done by the psychologist Inge Broverman and her colleagues
(1970). They examined the judgments of clinicians (psychiatrists, clinical psychologists, and social workers) on
the criteria of mental health for men and women. Broverman and her colleagues gave the clinicians in their
sample a questionnaire with a list of rating scales of gender-stereotyped personality characteristics, such as
aggressive, affectionate, and tactful.

Focus 15.2 The Politics of Psychiatric Diagnosis: Gender Dysphoria
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When the American Psychiatric Association published the DSM-5 in 2013, a new diagnosis was available: gender dysphoria. The
symptoms of this disorder in adolescents and adults include at least two of the following for 6 months or more:

1. A clear incongruence between one’s natal gender and one’s gender identity
2. A strong desire to be rid of one’s primary and/or secondary sex characteristics because they are incongruent with one’s gender

identity
3. A strong desire to have the primary and/or secondary sex characteristics of another gender
4. A strong desire to be treated as another gender
5. A strong conviction that one has the typical feelings and reactions of another gender

On their own, these symptoms do not indicate gender dysphoria. Instead, they must be accompanied by considerable distress or
impairment in social, occupational, or other areas of functioning (American Psychiatric Association, 2013).

As you can see, this diagnosis is intended to apply to individuals who are transgender and are distressed by the experience of having a
natal gender and gender identity that do not match. There are several important and complex controversies over the American
Psychiatric Association’s inclusion of gender dysphoria in the DSM-5.

This diagnosis reflects an important shift from the DSM-IV to the DSM-5. In the DSM-IV, the diagnosis given to most
transgender people was gender identity disorder (GID). Note that gender dysphoria is not labeled a disorder, unlike GID. The GID
diagnosis centered on the mismatch between natal gender and gender identity, which was framed as “cross-gender identification.”
Thus, the GID diagnosis rested on several problematic assumptions. First, it assumed that gender is a biological fact, not a social
construction. Second, it assumed that one’s natal gender was one’s correct gender. Third, it assumed that one’s gender identity was
the “problem” to be treated. It was classic cisgenderism: To be cisgender was to be normal, but to be transgender was to be mentally
ill or deviant. Trans activists pointed out that this diagnosis pathologized gender nonconformity and stigmatized an already
vulnerable group of people (Davy, 2015; Lev, 2013). Was this diagnosis really necessary? Whom did it help?

It turns out that there were also some advantages to having these diagnoses. The diagnosis of GID (and, today, gender dysphoria)
legitimized and elevated transgender people’s experiences, which helped to promote the development of effective treatments,
including surgical and medical therapies for transition (see Chapter 11; Lev, 2013). And for many transgender people, a direct
benefit of these diagnoses is that receiving one from a psychiatrist provides access to therapy. That is, access to medical and surgical
therapies for transition typically requires that a patient be diagnosed with gender dysphoria. Equally important, insurance companies
in North America won’t reimburse or cover these expensive treatments or even psychotherapy if a patient does not have a
psychiatrist’s diagnosis of gender dysphoria. In short, many transgender people are desperate for the diagnosis because it provides
access to the important therapies and care that will help them live healthier lives (Davy, 2015). This puts psychiatry squarely in the
role of the gatekeeper to care for a marginalized group of people. Yet many insurance policies do not cover care for transgender
individuals.

The shift from GID to gender dysphoria is remarkable because of the shift from pathologizing gender nonconformity to
emphasizing psychological distress. Still, concerns remain that psychiatry could do more to help transgender people by removing this
diagnosis altogether, thereby embracing gender diversity as part of the range of human experience. Concerns about access to therapy
and medical care are important. How can that access be ensured without stigmatizing transgender people as mentally ill? Some trans
advocates have suggested that medical and surgical therapies for transition, as part of gender affirming care, are part of a civil and
human right to personal agency and to have one’s body match one’s gender identity. They note that some professional organizations
around the world disagree with the American Psychiatric Association’s position (Lev, 2013). Moreover, they contend that the
psychological distress experienced by some transgender people stems primarily from societal intolerance of gender diversity rather
than a psychopathology within transgender people.

The sample of clinicians was split into three groups. One group was instructed to use the list of rating scales to
describe a mature, healthy, socially competent man. Another group was instructed to do this for a woman, and
the remaining group was told to do so for an adult (with no gender specified). Three interesting results
emerged. First, although clinicians rated mature, healthy, socially competent men and adults as having similar
personality characteristics, they rated mature, healthy, socially competent women differently. In other words,
the man was indistinguishable from the adult, but the woman was a deviation from that norm. There was a
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double standard for mental health. As one feminist put it, the Broverman results show that “a normal, average,
healthy woman is a crazy human being.”

A second interesting result was that socially desirable personality characteristics tended to be used to describe
men, whereas undesirable ones were used to describe women. For example, a mature, healthy, socially
competent woman was supposed to be more submissive, be more excitable in minor crises, have her feelings
more easily hurt, and be more conceited about her appearance than a mature, healthy, socially competent man.

A third result was that the clinician’s gender was unrelated to their ratings. That is, female clinicians were just
as sexist as male clinicians in their standards of mental health. Based on these findings, many concluded that
psychotherapy had fundamental problems with sexism.

Yet, like any study, the Broverman study is flawed. The basic problem is that it does not provide a direct
measure of the problem we are concerned with: whether therapists, in their treatment of clients, behave in a
sexist manner. This study does not measure what therapists actually do in therapy, but rather what their
attitudes are, based on their responses to a paper-and-pencil questionnaire. What we need are data on
therapists’ actual treatment of clients, but such information is in short supply.

Despite these and other flaws with the experiment, psychotherapy and training for psychotherapists have
changed in response to such criticism. And later attempts to replicate the study have generally found less
evidence of sexism (Widiger & Settle, 1987). The Broverman study is now more than 45 years old. Does
sexism remain a problem in psychotherapy today? To answer that question, let’s examine the research on
gender bias in diagnosis and gender bias in treatment.

Gender Bias in Diagnosis

Clinicians’ diagnoses of women seeking therapy may be influenced by gender stereotypes (Ali et al., 2010;
Hartung & Widiger, 1998). For example, in one study a stereotyped description of a single, middle-class
White woman was labeled by clinicians as a hysterical personality (Landrine, 1987). By contrast, clinicians
who were given the same description for a married, middle-class woman labeled her depressed. As another
example, a female client might be labeled as having a histrionic personality disorder, but a male client with the
same characteristics might be labeled as antisocial (Ford & Widiger, 1989).

Focus 15.1 and 15.2 provide two illustrations of the ways in which the very diagnostic labels that are available
in the DSM may be influenced by gender politics and stereotypes.

In short, the diagnosis of a mental disorder is not an objective, value-free process. Clinicians have stereotypes
and values just like everyone else. If they are not mindful of these stereotypes and values, however, clinicians
may make inaccurate diagnoses or provide therapy that is inappropriate and unhelpful. And on an institutional
level, we must be vigilant about the ways that gender stereotypes and values can affect the very diagnostic
categories that are officially available.

Gender Bias in Treatment
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Gender bias in psychotherapy may occur in a number of forms, some of them blatant and some of them quite
subtle (American Psychological Association, 2007a; Gilbert & Rader, 2001):

1. A client’s concerns are conceptualized stereotypically. For example, the therapist may assume that a
woman’s problems will be solved by getting married to a man or becoming a better wife. Or the
therapist may expect lesbian and gay relationships to mimic heterosexual relationships with regard to
masculine and feminine roles.

2. The therapist uses essentialist, gender-difference beliefs in working with clients. For example, in
viewing women as especially competent at relationships and less competent in the world of work, the
therapist may fail to help the client construct a vision of herself that transcends traditional gender roles.

3. The therapist misuses the power of the therapist role. This may include using diagnosis as a means of
categorizing and controlling a client and viewing a client who disagrees with the therapist’s
interpretations as being “difficult.” Seduction of a female client is one of the worst abuses of a therapist’s
power (see Focus 15.3).

Gender bias in treatment may also stem from the theoretical orientation of the therapist or the system of
therapy that a therapist uses. As an example, let’s consider psychoanalysis. Psychoanalysis is a system of
therapy based on Freud’s theory. As discussed in Chapter 2, feminists have long sharply criticized Freudian
theory as sexist. Similarly, psychoanalysis has also been criticized on similar grounds, as some of its central
concepts are fundamentally sexist (e.g., American Psychological Association, 1975). For example, women’s
achievement strivings may be interpreted as penis envy. Women who enjoy orgasm from masturbation may be
regarded as immature and thus be urged to strive for the more mature “vaginal orgasm” from penile-vaginal
intercourse (see Chapter 12). The evidence indicates that women in psychoanalysis have sometimes been
convinced that they are inferior, masochistic, and so on (American Psychological Association, 1975).

Psychoanalysis: A system of therapy based on Freud’s psychoanalytic theory in which the analyst attempts to bring repressed,
unconscious material into consciousness.

Can a system of therapy such as psychoanalysis be applied in an unbiased way? Some have proposed this and
have even proposed feminist psychoanalysis (e.g., Eichenbaum & Orbach, 1983; Shainess, 1977). Recall from
Chapter 2 that some psychoanalytic theorists, such as Nancy Chodorow, are explicitly feminist. Reflecting on
how psychoanalysis has evolved in response to feminist critique, Chodorow stated, “I’ve learned that from my
feminist medical-psychiatric colleagues, that being aware of one’s body and bodily sexuality does not mean
that anatomy is destiny, as Freud put it” (quoted in Chiang, 2017, p. 14).

Focus 15.3 Sexual Misconduct by Therapists

One of the most serious problems for women in therapy is the possibility of a male therapist initiating sex with a female client
(American Psychological Association, 2007a; Pope, 2001).

The 1978 revision of the American Psychological Association’s ethical code states: “Sexual intimacies between therapist and client
are unethical.” This means that under no circumstances is a therapist to have a sexual relationship with a client. Although there have
been vigorous efforts to educate therapists about these ethical problems, the evidence indicates that inappropriate sexual activity still
occurs (American Psychological Association, 2007a).
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How common is sexual misconduct by therapists? Studies from North America, Great Britain, and Australia indicate that around
4% to 9% of therapists admit to having a sexual relationship with a client (Garrett & Davis, 1998; Grenyer & Lewis, 2012; Lamb et
al., 2003; Pope, 2001). A survey study with therapists found that 95% of men and 76% of women reported feeling sexually attracted
to their clients at some point (Pope, 2001). Of course, feeling sexually attracted to someone and acting on that attraction are two
different things. Professional training of psychotherapists is essential, and it should include guidance for therapists about how to
ethically manage sexual attraction toward a client.

Experts regard this situation as having the potential for serious emotional damage to the client (Pope, 2001). Like other cases of
sexual coercion, it is a situation of unequal power, in which the more powerful person, the therapist, imposes sexual activity on the
less powerful person, the client. The situation is regarded as particularly serious, because people in psychotherapy have opened
themselves up emotionally to the therapist and therefore are extremely vulnerable emotionally. Results from a national survey
indicate that about 90% of clients who have sex with their therapist are harmed by it (Pope, 2001).

Psychotherapeutic Approaches

One of the most important factors influencing a woman’s experience in therapy is the theoretical orientation
of the therapist and the corresponding type of therapy they use. Below we will consider two kinds of therapy
to see how they relate to women and whether they are likely to be biased.

Cognitive-Behavioral Therapy

In cognitive-behavioral therapy (discussed earlier with regard to eating disorders), the therapist and client
identify not only dysfunctional behaviors, but also dysfunctional thought patterns. As an example of a problem
behavior, a woman might have become so concerned that her hips are fatter than those of the models she sees
on TV and in magazines that she refuses to go to the swimming pool because she will have to be seen in a
swimsuit, despite the fact that she loves to swim and it’s a hot summer. The therapist can help the woman
confront such avoidant behaviors and substitute adaptive behaviors. In the cognitive realm, the therapist can
help the client discover negative beliefs (my hips are fat and therefore no one can love me). The client can
then discover how irrational those beliefs are and engage in cognitive restructuring, in which she substitutes
positive beliefs (my hips are just fine, they’re just fatter than those of skinny models, and I have lots of valuable
qualities that people will notice, rather than staring at my hips).

While there is nothing inherently gender-biased about CBT, an individual therapist certainly could use it in a
biased manner. Some feminist therapists have developed feminist cognitive-behavioral therapies (e.g., Srebnik
& Saltzberg, 1994).

Feminist Therapy

In response to the critiques of traditional therapies, particularly psychoanalysis, feminist psychologists
developed feminist counseling and psychotherapy. The basic assumptions and principles of feminist therapy
are as follows (Enns, 2004; Worell & Johnson, 2001; Worell & Remer, 1992; Wyche & Rice, 1997):

Feminist therapy: A system of therapy informed by feminist theory.

1. Gender is a salient variable in the process and outcomes of therapy, but it can be understood only in the
context of many other factors in a woman’s life. Women have multiple identities defined by gender,
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race/ethnicity, social class, sexual orientation, and disability.
2. The personal is political: A person’s experiences must be understood from a sociocultural perspective

that includes an analysis of power relationships as well as intrapsychic or individual perspectives. A
person’s experiences of sexism and discrimination must also be addressed. “Symptoms” can be seen as a
person’s best attempts to cope with a restrictive and oppressive environment. Social activism can help a
person gain a sense of personal strength and control over their life.

3. A major goal of feminist therapy is personal empowerment and helping people expand their alternatives
and choices.

4. The therapeutic relationship is mutual and egalitarian.
5. Therapy focuses on a person’s strengths rather than only on their deficits.
6. The qualities of caring and nurturing are valued and honored. Clients are encouraged to nurture

themselves and to bond with others in a community of support.

Empowerment is a key feature of feminist therapy (American Psychological Association, 2007a; Enns, 2004;
Worell & Remer, 2002). This process begins with the declaration that the therapist and client are equal—that
is, they both are persons of equal worth—in the therapy process. Therapy cannot empower a woman or a
person from a marginalized group if it begins by making them less powerful or valuable than the therapist.
The client is then encouraged to develop two sets of skills, one dealing with the internal and the other with
the external. They are empowered in dealing with their personal situation by developing flexibility in problem
solving and by developing a wide range of interpersonal and life skills. In addition, focusing on external issues,
the person is empowered by the therapist’s encouragement to identify and challenge external conditions in
their life that devalue them as a woman or a person of a marginalized group. Rather than “fixing” the client’s
problems, the feminist therapist encourages the client to discover their strengths and develop new strengths
that empower them to deal with situations that have previously caused their distress.

Addressing the Mental Health Needs of People of Color

Access to mental health services has long been a privilege of middle- and upper-middle-class White people,
and the services have been designed to meet their needs. Women of color and poor women have had less
access to these services. Psychotherapy not only is financially inaccessible to many of these women, but also
has not been sensitive to their needs (American Psychological Association, 2007; Comas-Diaz & Greene,
1994). Feminisms of color, discussed in Chapter 4, can provide some guiding principles (Enns, 2004).

An intersectional approach that is attentive to the multiple disadvantages of women of color is also helpful. In
therapy with women of color, therapists must assess women’s experiences as individuals of multiply
marginalized groups. Women of color are likely to experience not only sexist discrimination, but also racist
discrimination (American Psychological Association, 2007). Gendered racism, or other forms of intersectional
disadvantage, should also be considered in the therapy setting. For example, gendered racial microaggressions
(Lewis & Neville, 2015; discussed in Chapter 4) are likely to be a source of chronic stress. Each of these
experiences can have a profound negative effect on psychological well-being.

For many women of color, ethnic and racial identity are important to their sense of self. Thus, in therapy with
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women of color, therapists need to consider the woman’s degree of identification with her ethnic group. In
some cases, immigrant status and degree of acculturation may also be relevant. For example, one first-
generation Mexican American woman might speak Spanish almost exclusively and live in a Mexican
American community in California, whereas another Mexican American woman’s family might have lived in
a suburb of Milwaukee for four generations, and she might speak very little Spanish. Such factors affect the
cultural values the woman brings to therapy and therefore affect the goals that she and the therapist set for
her. In general, therapists need to familiarize themselves with the cultures from which their clients come.

For immigrant women, challenges in maintaining relationships with family in their home country can be a
unique source of stress. While they may feel lonely and miss their loved ones, returning to their home country
to visit can be complicated. One study of immigrants from Latin American countries and migrants from
Puerto Rico found that, for Latinas, returning to their home country was linked to later depressive episodes
(Alcántara et al., 2015). By contrast, sending money home to family was linked to better mental health.
Researchers believed that the trips home exacerbated Latinas’ family conflicts and feelings of stress about
caregiving demands, but that the financial remittances helped them feel effective in helping and caring for
their families. Given the large number of immigrants living in the United States and Canada, it is important
for therapists to assess these unique types of stressors that immigrant women may experience.

In addition, therapists need to be culturally competent in diagnosis. That is, mental health symptoms may
vary across different ethnic and cultural groups based on cultural display rules (Brown et al., 2003). For
example, hwa-byung is a disorder commonly found among Korean American women and involves constricted
sensations in the chest, palpitations, heat sensations, a flushed face, headache, negative mood, anxiety,
irritability, and difficulty concentrating (Brown et al., 2003). About half of the Korean Americans who
experience hwa-byung meet the diagnostic criteria for major depression. A therapist working with Korean
American women should be familiar with hwa-byung.

Most psychotherapists are White. Yet clients who are women of color may prefer to have a therapist from
their own ethnic group, with whom they will feel comfortable and who will understand their cultural
background better. It is critical that the field of psychology support more women of color in becoming
psychotherapists. In the meantime, as White women therapists work with clients who are women of color,
they will need to make extra efforts to provide culturally competent therapy.

The American Psychological Association (2003) issued guidelines for multicultural issues in therapy that are
consistent with the principles of multicultural feminist therapy (Enns & Byars-Winston, 2010). Here are
three key points:

1. Psychologists are encouraged to recognize that, as cultural beings, they may hold attitudes and beliefs
that can have a negative influence on their perceptions of and interactions with people who are of a
different ethnicity than their own. Just as in Chapter 1 we saw that there is no such thing as an unbiased
researcher, so, too, there are no unbiased therapists. A first step is for them to recognize the cultural
embeddedness of their beliefs and perceptions.

2. Psychologists are encouraged to recognize the importance of multicultural sensitivity and responsiveness
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to individuals who are of a different ethnicity. The commitment to sensitivity and responsiveness
involves a commitment to acquiring knowledge about ethnicity issues; one cannot be sensitive without
that knowledge.

3. Psychologists are encouraged to apply culturally appropriate skills in clinical practice. This guideline also
requires that the therapist acquire the necessary knowledge and then be ready to adapt treatment
methods as needed for the particular individual and their cultural context. Testing and diagnosis may
require adaptation as well.

As an example, let’s consider the particular needs of Asian American women (Bradshaw, 1994; Chin et al.,
1993; Kawahara & Espin, 2007). A number of potential sources of stress exist in their lives. Some stresses
arise from traditional Asian cultures, which are generally patriarchal and expect women to be passive and
obedient. Younger, more educated Asian American women may embrace modern egalitarian values in the
United States and thus may come into conflict with older family members, who hold more traditional values.
Interracial dating and marriage is another potential source of stress. Although such relationships are common
statistically for Asian American women, they are strongly discouraged by Asian families (True, 1990), again
producing conflict and stress. On top of these stressors, there are, of course, stresses such as work–family
conflicts that are commonly experienced by other women as well.

Culturally sensitive or culturally adapted therapy for Asian American women involves several features (True,
1990):

1. Use of bilingual therapists for non-English-speaking clients
2. Use of family-focused rather than individual-focused approaches, with respect for the women’s family

ties
3. Respect for Asian American women who are not verbally or emotionally expressive
4. Attention to the women’s physical (somatic) complaints as possible reflections of psychological distress,

knowing that in Asian culture it is more acceptable to have physical health problems than it is to have
mental health problems

5. Recognition that there may be strong sentiment against feminism within the Asian American
community

Just as we have discussed the importance of valuing women’s experiences and perspectives in a feminist
approach to therapy, so an ethnic validity model has been proposed in working with people of color (Chin et
al., 1993; Enns & Byars-Winston, 2010). According to this model, the values and lifestyles of people of color
must be valued. In addition, the deficit hypothesis, which views ethnic cultures other than European
American culture to be deficient, must be abandoned and replaced by a difference hypothesis, which
acknowledges differences among cultures while at the same time valuing them equally. These are important
new directions for feminist therapy in the next decade.

Psychological Practice With Trans People

In Chapter 7, we introduced the topic of trans-affirmative practice, which is care that is respectful, aware, and
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supportive of the identities and life experiences of transgender and gender nonconforming people (American
Psychological Association, 2015). The American Psychological Association (2015) has provided 16 guidelines
for psychological practice with transgender and gender nonconforming people. We include some of those
guidelines here. With regard to foundational knowledge and awareness:

1. Psychologists understand that gender is a nonbinary construct that allows for a range of gender identities and
that a person’s gender identity may not align with sex assigned at birth. Across cultures and history, there
exists ample evidence of gender diversity (e.g., Nanda, 2014). Rejecting the gender binary and
acknowledging gender diversity are essential to providing respectful and supportive care to trans people.

2. Psychologists understand that gender identity and sexual orientation are distinct but interrelated constructs.
Gender identity and sexual orientation are often conflated, but they are separate aspects of an individual.
Gender identity typically develops earlier in the lifespan than sexual orientation (Adelson & American
Academy of Child and Adolescent Psychiatry Committee on Quality Issues, 2012). And while they are
often experienced in related ways, it’s important not to make assumptions about sexual orientation based
on a person’s gender identity, and vice versa.

3. Psychologists seek to understand how gender identity intersects with the other cultural identities of transgender
and gender nonconforming people. Trans women of color are multiply marginalized, experiencing
disproportionate discrimination and violence as trans people, as women, and as people of color.
Understanding the intersectionality of social categories and identities is important in assessing the full
and complex experiences of trans people (Chang & Singh, 2016).

4. Psychologists are aware of how their attitudes about and knowledge of gender identity and gender expression
may affect the quality of care they provide to transgender and gender nonconforming people and their families.
Psychotherapists, like all people, have their own biases and values that will shape their understanding
and behavior toward others. Therefore, they must continually examine and reflect on these biases and
values in order to provide supportive care.

And regarding stigma, discrimination, and barriers to care:
5. Psychologists recognize how stigma, prejudice, discrimination, and violence affect the health and well-being of

transgender and gender nonconforming people. Trans people face a disproportionate amount of
marginalization and victimization that can contribute to their mental health (see Chapter 7).
Discrimination related to housing, health care, employment, education, public assistance, and other
social services is common.

6. Psychologists strive to recognize the influence of institutional barriers on the lives of transgender and gender
nonconforming people and to assist in developing transgender and gender nonconforming–affirmative
environments. Cisgenderism is often enacted at an institutional level. For example, transgender people
have been prohibited from openly serving in the military (White House, 2017; U.S. Department of
Defense, 2011), and some U.S. state laws prohibit them from using restrooms that correspond to their
gender identity. These and other institutional barriers—including access to health care (see Chapter 11)
—can profoundly shape trans people’s daily lives.

7. Psychologists understand the need to promote social change that reduces the negative effects of stigma on the
health and well-being of transgender and gender nonconforming people. The profession of psychology exists
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to improve people’s psychological well-being. Advocating for trans-affirmative public policy, including
legal protections for trans people, is one way that psychologists can work toward that goal.

With regard to assessment, therapy, and intervention:
8. Psychologists strive to understand how mental health concerns may or may not be related to a transgender or

gender nonconforming person’s gender identity and the psychological effects of minority stress. Given trans
people’s increased risk for stress and related mental health issues, careful assessment and diagnosis are
essential. Still, it is important to recognize the full range of mental health among trans people and that
not all mental health issues will be related to trans identity.

9. Psychologists recognize that transgender and gender nonconforming people are more likely to experience positive
life outcomes when they receive social support or trans-affirmative care. Evidence is clear that, when trans
youth and adults receive trans-affirmative care and adequate social support, they show positive mental
health outcomes (e.g., Bockting et al., 2013; Olson et al., 2016).

10. Psychologists strive to understand the effects that changes in gender identity and gender expression have on the
romantic and sexual relationships of transgender and gender nonconforming people. Much like romantic and
sexual relationships between cisgender partners, such relationships with trans partners are complex and
vary in quality. Respect, honesty, trust, love, understanding, and open communication are critical to the
quality of romantic and sexual relationships (Kins et al., 2008). Bodily changes related to surgical or
medical transition contribute to new possibilities in trans people’s sexual relationships.

11. Psychologists seek to understand how parenting and family formation among transgender and gender
nonconforming people take a variety of forms. Many trans people have and want children (Wierckz et al.,
2012), and evidence suggests that children of trans parents fare as well as children of cisgender parents
(White & Ettner, 2004). Trans people may encounter difficulties with legal adoption and infertility.

12. Psychologists recognize the potential benefits of an interdisciplinary approach when providing care to
transgender and gender nonconforming people and strive to work collaboratively with other providers.
Collaboration with health care providers, psychologists, psychiatrists, social workers, speech therapists,
and other providers contributes to more informed and holistic care for trans people.

These guidelines are designed to help psychologists and other psychotherapists provide sensitive and effective
care to trans people. The guidelines are particularly valuable because the majority of psychologists report that
they feel unfamiliar with trans issues and lack training in trans-affirmative practice (American Psychological
Association, 2015). Moreover, trans people have reported problematic psychotherapy experiences related to
psychotherapists’ lack of awareness and education about trans issues (Mizock & Lundquist, 2016). As trans
people face considerable stress related to discrimination, stigma, harassment, and violence, psychologists can
contribute at the institutional or structural level by cultivating a more welcoming society and advocating for
trans-affirmative public policy. They can also contribute at the individual level by promoting resilience and
psychological well-being among trans people. As psychologists, our goal is to promote psychological well-
being among all people, and therefore it is part of our ethical responsibility to provide trans-affirmative care
(Singh & dickey, 2016).

Experience the Research: Gender Stereotypes and Psychotropic Drugs
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In your school’s library, locate the medical journals, particularly those in the area of family medicine and psychiatry (e.g., Archives of
General Psychiatry, American Journal of Psychiatry). If your school’s library does not carry these specialty journals, it probably will at
least carry the New England Journal of Medicine and Journal of the American Medical Association, and you can use those for this
exercise, too. Inspect three issues. Locate all the ads for drugs for treating psychological disorders. These ads will mostly be for anti-
anxiety drugs and antidepressants. For each ad, record the following: the gender of the physician in the ad, the gender of the patient,
and the emotion expressed by the patient’s facial expression. How does the ad signal which person is the physician and which is the
patient? Also analyze the text of the ad. Does it carry a message about the expected gender of patients receiving this drug? How does
it describe these patients and their problem?

Are the ads gender stereotyped? That is, do they portray physicians as men and people suffering from depression or anxiety as
women? Or do the ads try to break down stereotypes, for example, by showing a woman physician? Are women of color shown in
the ads? In what roles? What kinds of effects do you think these ads might have?

Chapter Summary

Major mental health issues show lopsided gender ratios in prevalence, including depression, alcohol- and substance-use disorders,
and the eating disorders of anorexia and bulimia. While women experience a disproportionate share of depression, anorexia, and
bulimia, men are more likely to experience alcohol- and substance-use disorders.

Major theoretical perspectives take multiple aspects of gender into account when explaining the development of these disorders.
Such theories include biological and genetic factors, cognitive factors, and sociocultural factors and take a decidedly interactionist
approach.

Researchers have examined gender bias in psychotherapy, beginning with the landmark Broverman study. Today, sexism in
diagnosis and treatment is more subtle. Psychotherapeutic approaches, including cognitive-behavioral therapy, family-based therapy,
and feminist therapy were introduced and evaluated with regard to their equitable treatment of women.

Evidence is clear that discrimination—such as that based on gender and race or ethnicity—is destructive to mental health. The
American Psychological Association guidelines for psychological practice with two marginalized groups, trans people and women of
color, were introduced. The role of psychology in promoting the psychological well-being of all people is especially important in
providing care to members of marginalized groups. Psychological practice extends to both institutional and individual levels, and
psychologists have an ethical responsibility to advocate for groups who have historically faced discrimination and marginalization,
including women, people of color, and trans people.

Suggestions for Further Reading

American Psychological Association. (2007). Guidelines for psychological practice with girls and women. American Psychologist, 62,
949–979. These guidelines, too extensive to include here, are a must-read for anyone considering therapy and for anyone training to
be a therapist.

Enns, Carolyn Z., Rice, Joy K., & Nutt, Roberta L. (2015). Psychological practice with women: Guidelines, diversity, empowerment.
Washington, DC: American Psychological Association. This book builds on the previous article and incorporates a more
intersectional approach to providing therapy to women from diverse groups.

Singh, Anneliese A., & dickey, lore m. (2017). Affirmative counseling and psychological practice with transgender and gender
nonconforming clients. Washington, DC: American Psychological Association. The full list of guidelines for providing psychotherapy
to trans clients. Essential reading for therapists.
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Chapter 16 The Psychology of Men and Masculinity

Outline

1. Masculinity and the Male Role
a. Characteristics of the Male Role
b. Historical Changes in the Male Role

2. The Gender Role Identity Paradigm
3. The Gender Role Strain Paradigm
4. Lifespan Development

a. Infancy
b. Childhood
c. Adolescence
d. Adulthood

5. Male Sexuality
6. Men of Color

a. African American Men
Focus 16.1: Myths About Male Sexuality

b. Asian American Men
c. Latino Men
d. American Indian Men

7. Health Issues
Experience the Research: Childhood Experiences of the Mother and Men’s Desire to Control Women
8. Chapter Summary
9. Suggestions for Further Reading

“Strong men, men who are truly role models, don’t need to put down women for themselves to feel
powerful.”

First Lady Michelle Obama, October 13, 2016

We’ve spent 15 chapters focusing on the psychology of women, reviewing research on trans and nonbinary
people when available. In this chapter, we focus on the psychology of cisgender men and the male role. You
might be wondering why we include this chapter in the book. Simply put, it is impossible to understand the
female role without also considering the male role because both are firmly rooted in the gender binary. The
traditional view of men and women assumes the gender binary, defining the male role and female role as
complementary, non-overlapping, and biologically based. Similarly, heteronormativity, or the assumption that
heterosexuality is universal (see Chapter 13), considers the male and female roles to be complementary to one
another. And, of course, in relation to men, women have long been referred to as the “opposite sex.” Thus,
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because the female and male roles are defined in such terms, the psychology of women and the psychology of
men are deeply interconnected.

The psychology of men and masculinity emerged from the feminist movement and feminist psychology. As a
result, it is attentive to the power of gender roles, and particularly how the male role influences the lives of
men. In this chapter, we review the theory and research on the psychology of men and masculinity.

Photo 16.1 Who is a “real” man? Traditional masculinity ideology narrowly defines the male role.
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Masculinity and the Male Role
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Although psychologists have long studied men, the male role has received far less attention. That is, because
men have been considered the norm, they have often been studied as genderless humans (Pascoe & Bridges,
2016). But, of course, men have gender and a gender role. What does the male role look like?

Characteristics of the Male Role

Researchers have attempted to understand the male role by organizing the long list of masculine traits and
identifying factors and themes. For example, early researchers described traditional masculinity ideology,
which is a set of cultural beliefs about how men and boys should or should not think, feel, and behave
(Brannon & David, 1976; Levant & Richmond, 2016). Traditional masculinity ideology includes four major
components:

Traditional masculinity ideology: A set of cultural beliefs about how boys and men should or should not think, feel, and behave.

1. No sissy stuff: Masculinity involves the avoidance of anything feminine. Note that in this aspect of
masculine stereotypes, masculinity is defined negatively; it means avoiding femininity.

2. The big wheel: The masculine person is a “big wheel.” He is high in status, is successful, is looked up to,
and makes a lot of money, thereby being a good breadwinner.

3. The sturdy oak: Masculinity involves exuding confidence, strength, and self-reliance.
4. Give ’em hell: The masculine person is aggressive (perhaps to the point of violence), tough, and daring.

Because gender ideologies are cultural beliefs and are defined by culture, there is variability across cultures in
masculinity ideologies (Levant & Richmond, 2016).

Along these same lines, contemporary approaches note that the male role includes several characteristics,
including aggressiveness, independence, self-confidence, and being unemotional (Spence & Buckner, 2000;
Twenge, 1999). Common to each of these characteristics is a dimension of power and dominance. Research
exploring gender stereotypes of emotions has revealed that, while men are stereotyped as less emotional than
women, the emotions of anger, contempt, and pride are masculine and an expression of dominance (Brody et
al., 2016; Plant et al., 2000; Shields, 2013; see Chapter 6). Thus, power and dominance are central to
masculinity and the male role.

Cross-cultural research into masculinity has revealed how, despite cultural variations, there are commonalities.
For example, Peter Glick and his colleagues (2004) examined stereotypes about men in 16 nations—including
the United States, Germany, Italy, Turkey, Peru, and Taiwan—and found that men across all of the cultures
are stereotyped as “bad but bold.” That is, men are viewed as powerful, but that power comes with a cost of
men being too powerful and using their power in negative ways. The positive aspects of their power make
men well-suited for high-status jobs, but the negative aspects also make them well-suited for the role of
oppressor or dictator. By contrast, women are viewed as nice but less powerful. Glick et al. argued that these
views of men perpetuate gender inequality because they justify men’s greater status and power. Evidence was
consistent with this hypothesis, demonstrating that in countries with more gender inequality, the more men
are viewed as “bad but bold” in a culture, the greater the gender inequality is in that country. This evidence
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supports the theory that gender stereotypes are both the cause and the effect of power inequalities between
women and men in any culture. That is, gender stereotypes and gender inequality reinforce or perpetuate one
another.

Looking just within American and European cultures, there are eight stereotyped types of men (Smiler, 2006;
Vonk & Ashmore, 2003):

1. The businessman: A professional man, dressed in a suit, who is educated, money-oriented, and success-
oriented

2. The jock: A large, muscular athlete who is a football player; he is physically fit, coordinated, competitive,
and determined, and he talks sports

3. The family man: He is the father and the breadwinner, working full-time to support his family; he is
married, responsible, and devoted to his family

4. The nerd: Not particularly masculine, physically weak, and unattractive, with a strong emphasis on
academics

5. The player: This ladies’ man is attractive, flirty, self-centered yet highly involved in the social scene, and
irresistible to women

6. The tough guy: A blue-collar brawler with a quick temper
7. The sensitive new-age guy: This man believes in and practices gender equality and is sensitive and caring
8. The average Joe: A strong, simple working man who cares for his family

Again, note that dominance and power are reflected in most of these stereotypes—the businessman and
family man have economic power, the jock and tough guy have physical power, and the player is powerful in
his sexual prowess with women. Most types reject any hint of femininity. The least masculine type—the
sensitive new-age guy—is supportive of gender equality and embraces feminine traits. The most masculine
types are agentic or self-directed. These patterns echo the cross-cultural findings that gender stereotypes and
gender inequality are linked, that masculinity and the male role are defined by power, dominance, and
avoidance or rejection of femininity (e.g., Kimmel, 2006; Vandello & Bosson, 2013). Do these descriptions of
masculinity and the male role reflect the men you know?

A recent analysis of masculinity and the male role suggests that gender roles differ not only in content (e.g.,
being aggressive versus nurturing, tough versus tender) but also in structure (Vandello & Bosson, 2013).
According to the theory of precarious manhood, manhood is an elusive and achieved status, whereas
womanhood is a given or assigned status. Moreover, unlike femininity, masculinity is perceived as something
that is earned and hard-won, yet tenuous and easily lost. As a result, men must continue to publicly
demonstrate and defend their masculinity to prove that they are “real men.” Men may do this with displays of
dominance and aggression and by rejecting or avoiding anything feminine.

Precarious manhood: The theory that manhood is an elusive and achieved social status that is hard-won and yet easily lost, and that
requires constant public proof.

Today, when a man is perceived as being sensitive or vulnerable, his manhood is threatened and he is told to
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“man up” or “grow a pair.” According to the theory of precarious manhood, what we are telling men with
these euphemisms is that they must earn their manhood and that they will easily lose it if they show any signs
of femininity.

Historical Changes in the Male Role

Today, the male role is characterized by a number of ambiguities and conflicts. For example, men are
supposed to be aggressive, yet it is increasingly unacceptable for them to rape or beat their wives. They are
expected to be aggressive and even violent as soldiers and professional athletes, yet they are expected magically
to transform themselves into tender, gentle partners and fathers as they walk through the door to their own
homes. Men are supposed to possess great physical strength and be active, yet what is adaptive in today’s
society is to be able to work cooperatively with others and to interact intelligently with a computer while
sitting quietly at a desk (Gee et al., 2000). What exactly are men supposed to do?

The sources of the ambiguities and conflicts in today’s male role become clearer through a historical lens.
Much like the female role, the male role has changed rapidly in just over a century, and such rapid changes
can produce tension. Psychologist Joseph Pleck (1981, 1995) argued that, whenever roles change, ambiguities
are created because of contradictions between the old role and the new role. The individual feels a personal
sense of conflict or strain in the contradictions between these roles, perhaps having been raised by the
standards of the old role and then needing to function as an adult in the new role, and perhaps not even being
aware that there is an old role and a new role.

Photo 16.2 Will a gun make you a man? According to the theory of precarious manhood, being a “real man”
is a hard-won and easily lost social status.

©iStockphoto.com/RichLegg.

During the Victorian era of the late 19th century in the United States and England, institutions strictly
controlled the roles of men and women (Pleck, 1981). Men went to all-male colleges, lived in fraternities,
worked alongside other men, voted in elections (while women remained disenfranchised), and drank at the
all-male saloon. Later, men functioned in the corporate boardroom, where no woman ever entered. In short,
men occupied one distinct sphere and women occupied another. Masculinity was clearly defined, and it was
obvious to all what was expected and required of men.
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Yet, in just a few generations, we zoomed from men and women occupying different spheres to Title IX,
marriage equality, and questioning the gender binary. All-male colleges became coeducational, workplace
discrimination based on gender became illegal, all-male saloons became singles’ bars, and a woman won the
popular vote for U.S. president by nearly 3 million votes. Some women even entered the corporate boardroom,
running big corporations like Pepsi and General Motors. In short, external, institutional definition and
control of masculinity declined. How, then, would masculinity be defined?

Pleck argued that as society loses one kind of control over people’s lives, it increases control over other aspects.
Thus, as external, institutional control of masculinity declined, emphasis shifted to internal, psychological
masculinity and gender identity. And at that point the psychologists stepped in. Pleck suggested it was no
accident that the first major work on psychological masculinity–femininity, Terman and Miles’s (1936) Sex
and Personality, was published at the height of the Great Depression, just when traditional definitions of
masculinity—having a job and being a breadwinner—were threatened most seriously. Thus the shift was from
externally defined masculinity to internally defined masculinity. That is, masculinity shifted from being
defined by one’s job to being defined by one’s gender identity.

Paralleling these historical changes from external to internal definitions of masculinity was a shift in the traits
and behaviors expected of men. That is, there was a shift from the traditional male role to the modern male
role. And with increasing changes in women’s roles in the last several decades, men’s roles have been further
destabilized (Kimmel & Messner, 2001).

In the traditional male role, physical strength and aggression are of primary importance. Tender emotions are
not to be expressed, although anger is permitted. The traditional man likes to spend his time with other men
and defines his masculinity in the male group. Although he is married, he regards himself as superior to
women and does not value an egalitarian, emotionally intimate relationship with women. The traditional male
role has been found in all social classes in the United States during the 19th century, in most nonindustrial
societies studied by anthropologists, and in working-class communities today.

By contrast, in the modern male role, primary importance is given to success on the job and earning a lot of
money. Thus, working successfully in a corporation and gaining power over others are far more important
than physical strength. A high-quality intimate relationship with one woman, rather than numerous
anonymous conquests, is considered an important goal for the modern man. Emotional sensitivity may—
indeed, should—be expressed with women, but self-control and emotional restraint are still essential.

Some men find the modern male role to be oppressive and seek new options and liberation from it. Many are
caught in historical change, in the ambiguities and conflicts between the traditional male role and the modern
male role. Gender roles can be instructive and give us a sense of security when we don’t know how to behave
in new or uncertain situations, but they can also be oppressive and restrict our freedom to be authentic or
honest about our identity and values. It is, in many cases, a considerable risk that men bravely take when they
choose to define their gender for themselves.

Finally, we think it’s worth noting that, although Pleck initially proposed these ideas several decades ago at
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the peak of the second wave of feminism, they are equally relevant today. As analyses of gender equality and
masculinity find their ways into popular and social media—via discussions of laws about marriage equality,
bathroom access, and gender-based violence, for example—we see much material for feminist analysis. The
male role continues to be in flux.

The Gender Role Identity Paradigm

Despite the androcentric bias of traditional psychology, there have been concerns about men’s gender role
identity. Importantly, those concerns were raised when men failed to meet the expectations of the male role.
As noted above, beginning in the 1930s, research into the notions of masculinity and masculine identity,
continuing to the present, developed. Pleck (1981) framed this research as based on the belief in the critical
importance of masculine identity, or as based on the gender role identity paradigm (GRIP). Consistent with
traditional masculinity ideology, the GRIP proposed that one’s optimal personality development depended on
a gender role identity that matched their “biological sex” (more specifically, the gender they were assigned at
birth). Pleck critiqued the GRIP, analyzing the set of assumptions involved in this traditional view as well as
whether the data support these assumptions. Some of the most critical assumptions are reviewed below.

Gender role identity: The psychological structure representing the individual’s identification with their own gender role; it
demonstrates itself in the individual’s gender-appropriate behavior, attitudes, and feelings.

Gender role identity paradigm (GRIP): Traditional psychology’s perspective that optimal personality development depends on a
gender role identity that matches the gender assigned at birth, consistent with the traditional masculinity ideology.

One of the critical assumptions of the GRIP is that gender role identity develops through the processes of
identification or modeling and, to a lesser extent, reinforcement and cognitive learning, and that cognitive
learning is more important in men than in women. This assumption appears consistent with several
traditional psychological theories (see Chapter 2). That is, both psychoanalytic theory and social learning
theory claim that we develop our gender role identity because we identify with and learn from our same-
gender parent. But psychoanalytic theory and social learning theory are at odds with each other as to which
traits of the father encourage identification. Psychoanalytic theory says the boy identifies with his father out of
fear of his father’s wrath. Therefore, a punishing father should encourage identification. By contrast, social
learning theory says it is the warm, nurturant, reinforcing father who encourages identification.

Based on his review of the evidence, Pleck (1981) concluded that research does not support the
identification/modeling assumption. For example, the data do not support the punishing father idea from
psychoanalytic theory. Yet there is some support for the notion that boys imitate same-gender models more
than other-gender models as early as 3 years of age (Bussey & Bandura, 1999). The identification/modeling
assumption also predicts that, because children should identify with and model their same-gender parent, sons
should be more like their fathers than their mothers. But the data don’t support this idea either—children are
not necessarily more like their same-gender parent (Blakemore et al., 2009).

The other part of this first assumption is that cognitive learning of gender roles should be more important for
boys than it is for girls. The reasoning goes something like this: In their formative, preschool years, boys
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spend most of their time with their mothers and little time with their fathers, because mothers are at home
more and fathers are off at work (yes, there are a lot of problematic assumptions here!). This makes it difficult
for the boy to identify with his father, so he must then look for other models for cognitive learning of
masculinity. For example, he may look to cultural sources such as TV and picture books. One pair of studies
supports this whole idea (McArthur & Eisen, 1976a, 1976b), but that research is quite old, and far more
research on the issue is needed.

In short, we really don’t know why or how boys and men develop a masculine identity. The research on this
topic is often inadequate or contradictory and based on unidimensional measures of masculinity–femininity
(see Chapter 3), which do not recognize the possibility of androgyny. It is likely that, as with many aspects of
human psychology, many factors are involved in the process of developing a gender role identity.

Another assumption of the GRIP is that men’s negative attitudes and behaviors toward women stem from
men’s problems with gender role identity that are caused by mothers. What could mothers be doing that
causes these problems? Three possibilities have been proposed, and all three assume that fathers do not
participate much in raising their sons. One possibility is that the little boy feels overwhelmed and threatened
by his mother’s power over him. Then, as an adult, he tries to control and subordinate women in order to
defend himself against his fear that women (like his mother) will control him (this is the idea of Karen
Horney, whose theories were discussed in Chapter 2). A second possibility has to do with identification. That
is, the little boy mistakenly identifies with his mother because his father is not around, but he later realizes
that he must shed this identification and become masculine. Therefore, men fear the feminine part of their
identity and react to this fear by dominating and controlling those who are feminine (i.e., women; this is the
idea of Nancy Chodorow, whose theory was also discussed in Chapter 2). A third possibility considers
mothers as the primary socialization agents. Since socialization of boys frequently consists of punishing
feminine behaviors, mothers punish their sons for femininity. As a result, boys come to dislike their mothers
and to generalize this dislike to all women.

Any or all of these possibilities, then, could be used to explain why men have negative attitudes toward
women. In extreme cases, they might be used as explanations of gender-based violence. What feminists point
out, however, is that in all cases the mother is blamed and the father is uninvolved.

What do the data say? Unfortunately, there really is not enough definitive research to determine whether this
second assumption of the GRIP is accurate. An alternative explanation is that men hold negative attitudes
toward women because it is to their advantage to do so (i.e., negative attitudes about women justify and
perpetuate men’s privileged position in society). And such attitudes are so widespread in our culture that it is
not surprising that each new generation of little boys picks them up.

A third assumption of the GRIP is the school feminization hypothesis, which argues that boys have academic
and adjustment problems in school because schools are feminine. That is, since most teachers are female and
teachers encourage femininity, boys’ identity problems are made worse. These old ideas have been revived in
books such as Christina Hoff Sommers’s (2000) controversial The War Against Boys. Yet some see this trend as
a backlash against advances for girls in the schools (Weaver-Hightower, 2003). The evidence, however, shows
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that boys’ academic motivation and performance are about the same whether they have a male or female
teacher (Marsh et al., 2008).

Photo 16.3 Some have argued that boys have more problems in school than girls do because most teachers are
women, with whom boys have trouble identifying. The research, however, does not support this claim; there
are no differences between boys with male teachers and boys with female teachers.

©iStockphoto.com/gradyreese.

We can’t ignore the sexist, cisgenderist, and heterosexist assumptions of the GRIP. Anyone can have a
masculine gender identity, including women as well as trans, nonbinary, and queer people. Yet the GRIP
labels men who aren’t cisgender and heterosexual as having failed in the development of an appropriate gender
role identity. In sum, while the GRIP was psychology’s traditional view of men for many decades, none of the
assumptions of the paradigm have much supportive evidence.

Why have we told you all these things about the GRIP and then told you that each of them is wrong? First,
critical thinking involves understanding the assumptions of a theoretical perspective, and thus it is important
to understand that the assumptions of traditional psychology’s view of men are faulty. Second, based on the
evidence, it is clear that traditional psychology’s approach to the male role needs replacing.

The Gender Role Strain Paradigm

Contemporary feminist research on gender roles involves a new set of assumptions, collectively termed the
gender role strain paradigm (GRSP; Levant, 2011; Pleck, 1995). The GRSP theorizes that the male and
female roles are socially constructed by our beliefs about the roles of men and women (i.e., our gender
ideologies), which grow out of and support gender inequality. In particular, traditional masculinity ideology
determines our gender roles and helps to maintain a patriarchal system in which men have greater power than
women. The GRSP has 11 assumptions (Levant & Richmond, 2016), shown in Table 16.1. Let’s consider a
few of them.

Gender role strain paradigm (GRSP): A feminist theory that gender roles are socially constructed by gender ideologies, which grow
out of and support gender inequality, and that gender roles are a source of strain for individuals.

One important assumption is that gender roles are contradictory and inconsistent. As noted earlier in this
chapter, some of these contradictions exist because of historical changes in gender roles, causing strain
between the old and new norms. The more general point is that contemporary gender roles include a number
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of aspects that contradict one another. This is stressful for men because they may be unsure of which aspects
of the male role to follow and when. Sometimes, adhering to one aspect of the male role means violating
another. For example, in developing emotional intimacy (which involves vulnerability and sensitivity) with his
wife, a man meets one requirement of the traditional male role through heterosexual marriage, but he fails to
meet another by making himself vulnerable. Note that the GRSP points to gender roles as a source of strain
to individuals, compared with the GRIP, which views gender roles and masculine identity as positive goals to
be achieved. Research shows that, indeed, the more conflict that men experience in the male role, the greater
their psychological distress and the lower their self-esteem (Mahalik et al., 2001; Shepard, 2002).

Source: Levant & Richmond (2016).

Another assumption of the GRSP is that a substantial proportion of people violate gender roles. Gender roles
are so idealized and unrealistic that most people can’t possibly live up to all aspects of them on all occasions.
Only a handful of people are shining examples of their gender role, and the rest bumble along in various
degrees of failure to live up to it. Particularly for men who hold a traditional masculinity ideology, the
discrepancy between what they think they ought to be and what they actually are can cause considerable
strain.

Another assumption of the GRSP is that violating gender roles has more severe consequences for boys and
men than it does for girls and women. For example, one study found that men who violated the male gender
role were judged as lower status and more likely to be gay relative to women who violated the female gender
role (Sirin et al., 2004). Focusing on peer interactions, boys punish other boys who violate gender roles more
harshly than girls punish role-violating girls (Blakemore et al., 2009). Of course, violating one’s gender role
can be in one’s own best interests, as when a father provides sensitive care to his children or when a woman
pursues a successful career in engineering.

Related to this point, another assumption of the GRSP is that some characteristics that are prescribed by
gender roles are actually maladaptive. That is, some gender role requirements may interfere with one’s
psychological well-being and functioning. For example, men who endorse a traditional masculinity ideology
show higher levels of alexithymia, or difficulty identifying and describing their own and others’ emotions
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(Levant & Wong, 2013). On average, men have higher rates of alexithymia than women (d = 0.22; Levant et
al., 2009), and it is a risk factor for some forms of mental illness. If we adopt an intersectional approach, we
see how masculinity and race are interconnected. The link between masculinity ideology and alexithymia is
particularly strong among White men (Levant & Wong, 2013).

Alexithymia: Difficulty identifying and describing the emotions of oneself and others.

Aggression is a stunning example of a maladaptive component of the male role. Right-wing militias in the
United States, such as White supremacists, are bound together by an ideology of self-reliant masculinity
(Kimmel, 2000). The al-Qaeda terrorists who attacked the United States on September 11, 2001, were all
educated, middle-class men who were unemployed in their home countries, where economies were struggling
(Kimmel, 2002). Their masculinity was threatened and al-Qaeda terrorism restored it.

Mass shootings—which occur once every week in the United States, on average (Ingraham, 2015)—are
almost entirely male-perpetrated (Kalish & Kimmel, 2010). Similarly, male violence against women and girls
continues to be a major public health issue (see Chapter 14). In many cases, the boys and men who commit
these acts of violence have been teased and bullied. The evidence indicates that the teasing and bullying
usually involves issues of masculinity and that homophobia is a motivator for it. These patterns provide
dramatic evidence of the maladaptive aspects of the male role and challenge us as a society to reform our
definitions and practices of masculinity.

In this section we have considered the GRSP. It shifts emphasis away from traditional psychology’s concern
with male gender role identity as an ideal and instead views gender roles as sources of strain for people.

Lifespan Development

In this section we review cisgender boys’ and men’s development using a lifespan perspective.

Infancy

As we discussed in Chapter 7, most research evidence points to psychological gender similarities during
infancy. Meta-analysis has indicated that gender similarities are the rule for temperament traits such as
sociability, shyness, difficulty, soothability, emotionality, and adaptability (Else-Quest et al., 2006). However,
gender differences are found in physical activity level, inhibitory control, and perceptual sensitivity. Relative to
girls, boys are on average more active, less able to inhibit inappropriate behaviors, and less sensitive to subtle
changes in their environment. In addition, boys tend to regulate their attention less well than girls do.
However, consistent with the gender similarities hypothesis (see Chapter 3), none of these gender differences
is large; most are small.

One experience that male infants are likely to have is circumcision. Circumcision (surgical removal of the
foreskin of the penis, usually done within a few days of birth) is routinely done to about 59% of male infants
born in hospitals in the United States (Owings et al., 2013). However, there is cultural variability in choosing
this procedure for baby boys. Relative to the United States, circumcision rates are considerably lower in
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Europe, Canada, and Australia. Within the United States, circumcision rates are highest among White
infants (91%) and lowest among Mexican-American infants (44%; Morris et al., 2014). In addition, in many
states, circumcision is not covered by Medicaid, which limits poor families’ access to the procedure.

Circumcision: Surgical removal of the foreskin of the penis, usually done within a few days of birth.

Parents choose to have their sons circumcised for a variety of reasons. One has to do with religion:
Circumcision is part of Jewish religious practice, symbolizing the covenant between God and God’s people.
Another reason has to do with public health: There is evidence that uncircumcised babies are more vulnerable
to urinary tract infections (Morris & Wiswell, 2013) and that uncircumcised men have a greater risk of
infection with the AIDS virus (Bailey et al., 2007). In a major shift in policy in 2012, the American Academy
of Pediatrics concluded that the health benefits of circumcising newborn boys outweigh the risks. Yet,
controversy exists about the procedure. For example, some physicians question the magnitude of the health
benefits for boys and men in the United States (Frisch et al., 2013). And some biomedical ethicists have
argued that performing nontherapeutic or medically unnecessary surgery on an infant’s body is a violation of
the infant’s human right to bodily integrity (e.g., Svoboda, 2013).

For psychologists, one interesting question has to do with the psychological effects of this early physical
trauma. Research has found no effect (Fergusson et al., 2008). That is, there appear to be no differences in
behavior between circumcised and uncircumcised babies. In addition, evidence suggests that circumcised and
intact men experience similar sexual functioning and satisfaction (Morris & Krieger, 2013).

Childhood

The peer group becomes an increasingly important socializing force as children develop through childhood.
And school-age children spend considerably more time with their peers than they do with their parents.
Given that children care deeply about gaining the approval of their peers, the peer group can be a powerful
shaper of behavior through modeling, positive reinforcements, and punishments (Blakemore et al., 2009).
Moreover, relative to girls, boys are more sensitive to the reactions of peers and less sensitive to those of
teachers (Blakemore et al., 2009).

Children tend to be gender-segregated in their play, such that boys play with boys and girls play with girls
(Maccoby, 1998). Gender-segregated play and the gender typing of toys and activities appear to have mutually
reinforcing effects. In other words, the more a boy plays with other boys, the more he plays with trucks, and
the more he plays with trucks, the more playing house seems alien to him. As a result, he avoids playing with
girls and his preference for playing with other boys grows, which means more play with trucks, which means
more play with boys, and so on.

Photo 16.4 Gender-segregated play in childhood helps to perpetuate gender differences in behavior.
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Despite many psychological gender similarities, boys tend to have more problems in school. Relative to girls,
boys are more frequently put in remedial classes and referred for learning difficulties and behavior problems in
school. One possible explanation has to do with gender differences in rates of hyperactivity: Boys with
attention-deficit hyperactivity disorder (ADHD) outnumber girls about 3:1 (Willcutt, 2012). Hyperactivity is
characterized by extremely high activity levels in situations where it is clearly inappropriate, such as the
classroom. Why are there so many more hyperactive boys than girls? Many researchers are interested in
answering this question. One possibility is that boys’ hyperactivity is evidence of a developmental or
maturational lag; that is, children gain more control of their activity level with age, and the hyperactive child
may simply be a very slow maturer. If boys generally are slower to mature than girls are, perhaps boys’ greater
rate of hyperactivity is a result of their slower maturation.

For children with ADHD, hyperactivity is accompanied by difficulties regulating attention. Boys’ greater
incidence of hyperactivity and ADHD may help to explain their problems in school as well as their higher
rates of learning difficulties and referral to remedial classes. The hyperactivity itself is challenging for teachers,
who must divert attention from other students to manage the behavior of the hyperactive student. These
observations raise several questions about elementary education practices. For example, if there were more
male elementary school teachers who themselves had been hyperactive as children, would outcomes for these
boys improve? Perhaps male teachers would be more sympathetic or more skillful as teachers of hyperactive
boys.

Adolescence

In adolescence, athleticism is an important and highly demanding aspect of the male role (Messner, 1990).
Athletic participation is the single most important factor in high school boys’ social status (Kilmartin, 2000).
Nearly every high school has a group called the “jocks.” They are dominant, highly masculine, and
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heterosexually successful, and they enjoy high social status in their schools (Pascoe, 2003).

Let’s consider the athlete role from the perspective of the GRSP. One source of strain results from the
shifting value attached to athletics at different times in the lifespan. In high school, athletics is a supreme,
unquestioned value. In college, it continues to be important for some but is less important for most. At age
30, no one cares a bit about one’s high school varsity letter in football, nor about the thousand hours that went
into earning it. Another source of strain for athletes is the obsession with winning, expressed so eloquently by
Vince Lombardi: “Winning isn’t everything. It’s the only thing.” The problem is that in a contest between two
teams, only one can win, and that means that half the players go home losers. Athletics, of course, does not
have to be structured competitively, and winning does not have to be the goal. Still, the dominant reality in
American athletics has been competition, and that produces losers.

For the boy who isn’t athletic, the athlete role still creates strain. Athleticism contributes to popularity for
boys (Blakemore et al., 2009). The boy who is a nonathlete is essentially flunking part of the masculinity test,
and he is likely to be bullied. Remember how children choose one another to make teams for sports? The
uncoordinated or unathletic boy is chosen last. The message is clear: “Not only are you a poor athlete, but your
peers don’t want you on their team.” Because peer relationships are so important at this age, this message can
be a devastating blow, especially if it happens repeatedly.

In focusing on the psychological strains created by the athlete role, we should not forget that actual physical
damage is also part of this reality. For example, repeated blows to the head—common in football and soccer—
cause serious damage to the brain. New research shows that rates of brain injuries and conditions such as
chronic traumatic encephalopathy (CTE) are alarmingly high among people who played football in high school,
college, and the NFL (Breslow, 2015). Symptoms may take years to develop, by which point it may be too late
to prevent memory problems, depression, and dementia. For example, Pro Football Hall of Famer Junior Seau
tested positive for CTE after suffering from depression and committing suicide (see Photo 16.5). Researchers
at the National Institutes of Health determined that Seau’s CTE was the result of repeated head trauma
during his football career.

Photo 16.5 The athleticism of the male role can be dangerous. Pro Football Hall of Famer Junior Seau
developed chronic traumatic encephalopathy after years of repeated head trauma during his football career.
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In sum, the intense focus on competition and winning in athletics, particularly during high school, creates
problems for the male athlete and nonathlete alike. No one actually benefits from this system. Moreover, there
are serious physical dangers of some high-contact sports, such as football, which also encourage male
aggression.

In Chapter 7 we discussed how, today, adolescence has been extended beyond the teenage years and a new
stage of emerging adulthood extends well into the 20s. Sociologist Michael Kimmel calls these years between
16 and 26 for men Guyland (Kimmel, 2008). With no pressure to become an adult upon high school
graduation, college and the years that follow represent an extension of adolescence. According to Kimmel, in
college these not-quite-men engage in rites that define their masculinity, including binge drinking, fraternity
hazing, watching porn with the guys, and hooking up with as many women as possible. None of this prepares
men to be responsible, productive adults, nor is it healthy. Each year, 1,400 college students die as a result of
drinking, most because of drunk driving but some from alcohol poisoning (Kimmel, 2008). Of course, not all
college men behave this way. We should encourage and nurture men who are brave enough to behave
responsibly and ethically. Even among those who stumble through college participating in Guyland, many
come out of it after graduation, typically when faced with the demands of earning a living. But some remain
long-term alcoholics or continue to think that treating women callously is just fine.

Adulthood

In this section on the developmental stage of adulthood for men, we will first consider the role of the father.
Next, we will consider whether there is a male midlife crisis that is perhaps analogous to the menopause
experience for women.

Fatherhood.

The father role is a major part of the adult male role, and one that fathers feel is rewarding and important to
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their identity (Parker & Livingston, 2016). Here we will consider the transition to fatherhood and the
importance of paternal influences on children’s development.

The transition to parenthood is challenging and an opportunity for growth for every parent, regardless of
gender. Just as with new mothers, new fathers may struggle to get adequate sleep and get to know their baby
and how to care for them. For most fathers, it is not financially feasible to take paternity leave (indeed,
maternity leave is not financially feasible for many mothers!), so they may experience tension or strain between
caring for their baby and earning sufficient income. Since we spend a considerable amount of time and energy
socializing girls and women for motherhood, but comparatively little time socializing boys and men for
fatherhood, it’s not surprising that some fathers feel inadequate or ill-prepared to provide care for their baby.
As a result, they may instead opt to focus on the provider role, another aspect of the traditional male role
(Singley & Edwards, 2015). For about 10% of fathers, the transition to parenthood is accompanied by
postpartum depression (Paulson & Bazemore, 2010). Men’s postpartum mental health is an important public
health issue, with potentially far-reaching effects (Singley & Edwards, 2015). In short, depressed fathers (like
depressed mothers) struggle to provide adequate care to their children.

Let’s turn to the effects of the father on his children, technically called paternal influence (e.g., Goeke-Morey
& Cummings, 2007; Marsiglio et al., 2000). We can consider two categories of effects that fathers might have
on their children. Indirect effects, in which the father’s behavior influences the child indirectly by affecting
some other factor in the child’s life (Goeke-Morey & Cummings, 2007), make up one category of effect. For
example, consider a situation in which a father expresses unhappiness with his marriage, which may lead the
mother to feel angry or depressed. In turn, she may be irritable with the child or depressed and unresponsive,
either of which can affect the child.

Another category of effects consists of direct effects. Fathers’ interactions with their children, the behaviors and
attitudes they model, and so on are considered direct effects. One researcher proposed that there are at least
14 ways that fathers might be involved with their children: communicating, teaching, monitoring, engaging in
thought processes, providing economic support, showing affection, protecting, supporting emotionally,
running errands, caregiving, sharing interests, being available, planning, and sharing activities (Palkovitz,
2002). Based on research with families, we know that fathers can be just as sensitive and responsive to their
children as mothers are (Cabrera et al., 2007). Moreover, these paternal behaviors make a real difference in
their children’s development: Longitudinal research shows that fathers who are warm, accepting, and loving
toward their children contribute to their children’s psychological well-being and to lower rates of aggression
and behavior problems (Flouri & Buchanan, 2002; Rohner & Veneziano, 2001). These effects extend to other
aspects of development, too: Children whose fathers are involved, nurturing, and playful tend to have higher
IQs, better emotional self-regulation, and more developed language and cognitive abilities (Cabrera et al.,
2007; McWayne et al., 2013).

Just as high-quality fathering is good for child development, poor quality fathering is bad for child
development. For example, when fathers are more negative and less engaged during interactions with their
young infants, the children are more likely to develop externalizing problems by their first birthday
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(Ramchandani et al., 2013).

Researchers are interested in measuring the many ways that fathers are involved with their children in order to
understand the full range of paternal influence. Table 16.2 includes items from one such measure, the Paternal
Involvement With Infants Scale (Singley et al., 2017). Notice that the scale has five factors, each of which
may shape different child outcomes.

Source: Data from Singley et al. (2017). Created by the authors.

As noted earlier, the male role has changed in recent decades. Today, fathers are more involved with their
children than ever before (Parker & Wang, 2013). Table 16.3 shows some of the ways that fathers can be
involved. A related question is this: How much time do fathers spend with their children? One way to
approach questions of how time is spent is the time diary method, in which individuals keep a careful record
of all their activities for a 24-hour day, usually on a detailed diary form. The results of two such studies,
comparing data from 1965 and 2011, are shown in Table 16.3 (Parker & Wang, 2013). Notice that, between
1965 and 2011, fathers increased the amount of time spent engaged in child care nearly threefold, going from
30 minutes per day to over 80. Still, relative to fathers, mothers continue to spend more time engaged in child
care, and that amount of time has actually increased over the decades. For comparison, consider the hours
spent in paid employment. In 2011, fathers spent about 1 hour less per day in paid work than they did in
1965, whereas mothers worked about 2.5 hours more per day each week. Historical changes in gender roles
are reflected in how people spend their time.

Midlife Crisis?
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It is commonly believed that men suffer a “midlife crisis” at some point during midlife (we define this roughly
as the time between the ages of 40 and 55). Countless films and television programs portray a 40-something
man who, in feeling anxious that his life has become monotonous and that his time is running out, buys a
sports car and leaves his wife for a younger woman. Is there at least a kernel of truth to this stereotype?

Source: Parker & Wang (2013).

Researchers have explored the phenomenon of the midlife crisis, which they define as personal turmoil and
sudden changes in lifestyle, touched off by a realization of aging, physical decline, and being trapped in tired
roles (Wethington, 2000). One author described the midlife period as follows:

Midlife crisis: During men’s midlife, the phenomenon of personal turmoil and sudden changes in lifestyle, touched off by a
realization of aging, physical decline, and being trapped in tired roles.

The hormone production levels are dropping, the head is balding, the sexual vigor is diminishing, the
stress is unending, the children are leaving, the parents dying, the job horizons are narrowing, the friends
are having their first heart attacks; the past floats by in a fog of hopes not realized, opportunities not
grasped, women not bedded, potentials not fulfilled, and the future is a confrontation with one’s own
mortality. (Lear, 1973)

This points to the complex forces—biological, personal, and social—that converge on the middle-age man.

Let’s evaluate the claim about hormones. Testosterone levels gradually decline in midlife and older adulthood.
Such gradual declines in androgen levels in men are sometimes called andropause, or ADAM (for Androgen
Decline in the Aging Male; Morales et al., 2000; Tancredi et al., 2005). Some men may experience declines in
libido and erectile functioning, mood changes, cognitive impairment, and vasomotor symptoms, along with
decreases in muscle mass and strength and bone mineral density. Note that many of these symptoms are
similar to those of menopause (see Chapter 11). Controversy remains as to whether testosterone treatments
are beneficial (Tan & Culbertson, 2003).

Andropause: A time of declining testosterone levels in middle- and older-age men.

Roles may change in midlife as well, bringing about new developmental challenges. Erik Erikson (1950)
theorized that one of the major developmental tasks of adulthood is the resolution of the generativity versus
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stagnation stage. At this stage, according to Eriksonian theory, individuals have a desire to feel that they are
contributing or creating something of value for future generations. This might be realized through parenting
one’s children or caring for one’s grandchildren, mentoring or teaching others, or doing volunteer work that
supports one’s community. Generativity, then, is an important theme in midlife for all people, regardless of
gender. For men with a traditional masculinity ideology, providing financially for one’s family or coaching
their child’s sports team might meet this developmental need.

Another theme in midlife is the confrontation with death and mortality. The man is at once aware of his own
aging and that of his peers and parents. He may lose peers to heart attacks or cancer, which are more common
at this stage. Confronting the mortality of oneself and loved ones can be disorienting and may lead to negative
outcomes such as depression. Alternatively, it may lead to a positive outcome in which the man comes to
terms with the idea of his own death. Acutely aware of his limited time, he may choose to examine and
reorder his priorities and make healthier choices about stress management, diet, and exercise.

Despite the physical changes and role changes in midlife, systematic, well-sampled research shows that the
midlife period is far from universally stressful and that only about 10% of U.S. men undergo something that
would be classified as a midlife crisis (Wethington, 2000). Like all developmental stages in the lifespan,
midlife has its unique challenges.

Male Sexuality

Based on the research of Masters and Johnson (1966), we know that cisgender men go through the same
phases of sexual arousal that we described for women in Chapter 12: excitement, plateau, orgasm, and
resolution.

A major process during both male and female arousal is vasocongestion, or increased blood flow to the genitals.
In men, vasocongestion produces erection of the penis. During puberty, a boy will have his first ejaculation at
orgasm, in which the penis emits a milky fluid containing sperm; this is called spermarche (or semenarche).
One interesting difference between men’s and women’s sexual functioning is that men have a refractory period
after orgasm. A refractory period is a period of time during which one cannot be restimulated to orgasm.
Whereas women have no such refractory period, and thus can have multiple orgasms, men are generally
limited to single orgasms. The length of the refractory period varies in men, depending on factors such as age.
For example, in younger men, the refractory period may be as short as a few minutes, whereas in men over the
age of 65, it might be 24 hours.

Spermarche: The first ejaculation of seminal fluid; also called semenarche.

Refractory period: A period of time following orgasm, during which one cannot be restimulated to orgasm.

The psychology of male sexuality is even more fascinating than the biology. Sexuality—specifically,
heterosexuality—is a central aspect of masculinity (Tolman et al., 2016). Men are expected to be very
interested in sex, aggressive in pursuing it, and good at it. In Focus 16.1, we describe one sex therapist’s
analysis of the psychology of male sexuality.
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Men of Color

Men of color in the United States are a diverse group of people, but they have some experiences in common.
For example, Black and Latino men have generally higher unemployment rates and lower wages relative to
those of White and Asian men. Data on this point are shown in Table 16.4. Economic adversity due to low
wages or unemployment, as well as experiences of racial discrimination, are common for men of color.

Beyond that, we must recognize the cultural diversity in masculinity and the male role, with the
understanding that traditional masculinity ideology privileges White masculinity, making masculinity for men
of color especially precarious. Thus, a common stereotype among these groups is that men of color fail to live
up to the ideal of traditional, White masculinity.

African American Men

There is a long history of concerns about the development of male identity among African American boys and
men, particularly from White people (e.g., Frazier, 1939; Moynihan, 1965; Pettigrew, 1964). The narrative
went something like this: Slavery had disrupted the patriarchal family structure, and a matriarchal subculture
had developed as a high percentage of households were led by Black women, thus disempowering Black men
and fostering aggression and deviance. Moreover, without their fathers in the home, how could Black boys
develop into men? There are a number of problems with this logic. First, it assumes that Black women are
somehow inadequate as parents. There is no evidence that children must have both a mother and a father in
their home in order to develop into well-adjusted adults (Silverstein & Auerbach, 1999). Second, this logic
ignores the time fathers may spend with their sons when they don’t live in the same household. Similarly, it
ignores the contributions of older brothers, uncles, and grandfathers. Finally, this logic assumes that a
patriarchal family is inherently better than a matriarchal one. The deficit perspective is plain to see. Note also
that sexist assumptions were used to prop up racist ones, demonstrating the intersectionality of these forms of
oppression.

Focus 16.1 Myths About Male Sexuality

Traditional masculinity emphasizes power, dominance, and agency; these traits extend to male sexuality. Psychologist and sex
therapist Bernie Zilbergeld (1999) provided a sharp analysis of male sexuality and how to cope with it. His central thesis is that men
in our culture are taught a “fantasy model of sex,” which includes unrealistic and idealistic expectations that put intense performance
pressures on men. In his book The New Male Sexuality, he provided a list of cultural myths about male sexuality, which we discuss
here.

Myth 1: A real man isn’t into sissy stuff like feelings and communicating. A central part of the male role is emotional restraint and
toughness. Gendered display rules of emotion dictate that feelings of love, tenderness, and vulnerability are a violation of the male
role and inappropriate. Yet such feelings are crucial to developing intimate relationships and enrich sexual experiences with a partner.
As boys and men are socialized to the male role, they are taught that, while a sexual relationship with a woman is of great
importance, they must not express emotional sensitivity or tenderness. This is tricky! Zilbergeld suggested that female partners
should seek to understand this problem as a handicap and, rather than resenting men’s lack of emotional expressiveness, try to help
them overcome their handicap and discover the more complex and tender emotions.

In addition, Zilbergeld argued that this myth causes men to misread and mislabel their feelings. They think that what they are
feeling is a sexual need for intercourse, when in fact what they are experiencing is love, or tenderness, and a need for intimacy or
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closeness. When men are socialized to think that they can only experience lust, they find it difficult to read and label their feelings of
love or tenderness. In other words, when they want to hear someone say “I love you,” they instead think they want to have
intercourse.

Myth 2: A real man performs in sex. Western culture is highly achievement-oriented, and sex is often framed as yet another
achievement situation. We express this in language, such as “achieving” orgasm, and in setting up achievement goals in sex, such as
simultaneous orgasms for both partners. Of course, every opportunity for achievement is also an opportunity for failure.

Myth 3: A man should be able to make the earth move for his partner, or at the very least knock her socks off. Put this myth together with the
preceding one, and you have a situation in which sex becomes, for the man, an impossible achievement situation. Of course, one
problem with approaching sex as an achievement situation is that it can produce performance anxiety, which interferes with the
ability to have and enjoy sex. The work of Masters and Johnson (1970) and others indicates that achievement orientation and
performance orientation contribute to sexual dysfunctions such as erection problems. The extent of performance pressures on men is
strikingly illustrated in this account by two sex therapists:

We’ll never forget the man who called himself a premature ejaculator even though fairly regularly he lasted for forty-five
minutes of vigorous thrusting. We know he lasted this long because his partner confirmed it. Actually, she had never been
orgasmic in intercourse and had no desire to become so. She much preferred shorter intercourse because she sometimes became
so sore through almost an hour of thrusting that she could barely sit down the next day. That had little influence on the
thinking of our client, who was convinced that she would have orgasms if only he could last an hour. (quoted in Zilbergeld,
1978, p. 257)

Recent research supports the continued presence of this myth. Men—particularly those who experience greater gender role strain—
feel more masculine when they imagine that a woman experiences orgasm during sex with them (Chadwick & van Anders, 2017).

It’s no surprise that men experience performance anxiety—sexuality, agency, and achievement are key features of the male role.

Myth 4: A man is always interested in and always ready for sex. Men are often portrayed as constantly, incessantly interested in sex and
easily arousable (if not already aroused). But that can’t possibly be true. It is important for men to acknowledge and accept that
sometimes and in some situations, they won’t be in the mood for sex. When we are tired, stressed, or not with the right partner, sex
just isn’t in the cards. Moreover, men need to learn to say no to sex—something women have received more than adequate training
for, but that men learned was not part of their script.

Myth 5: Sex is centered on a hard penis. We have a script for sexual interactions. The script tells us what to do and in what order to do
it. Touching, kissing, and hugging progress to heavy petting, which progresses to intercourse. As a result, we have a narrow and
constrained idea of what a satisfying sexual interaction can be. We do not know how to relax and enjoy sex that consists only of
kissing and touching. Anything other than penis-in-vagina intercourse is not “real” sex, or is merely foreplay. For the man, this is
especially problematic, because it means that an erection is absolutely essential. Erections can be nice if they happen on their own,
but when they are a prerequisite for pleasure, we again arrive at an achievement situation. The stage is set for anxiety, fear or failure,
and sexual dysfunction. Part of the remedy is to learn that there are many enjoyable aspects of sex that require no erection—in fact,
the only thing that actually requires an erection is intercourse.

Myth 6: Good sex is spontaneous with no planning and no talking. Sure, spontaneous sex is great, but not all good sex has to be that way.
One problem with the emphasis on spontaneity is that it prevents some important and valuable things from happening. For example,
conversations about contraception and STD prevention are not likely to happen if sex “just happens.” Indeed, some people fail to
plan for and talk about birth control because they say it interferes with the spontaneity of sex. Good sex sometimes does take
planning, learning, and talking.

Zilbergeld recommended that letting go of these myths and the sexual scripts we’ve learned is well worth the effort. For men willing
to spend some time discovering what is truly pleasing to them sexually, expressing those ideas, and then trying to have sex that way,
rather than the way society dictates, better and more satisfying sexual relationships are possible.

We are beginning to appreciate the complexity of male sexuality, in part by adopting a feminist perspective and examining how
gender roles contribute to our sexual scripts and experiences and then considering the ways in which we all can be liberated from
some of the restrictions and demands of those roles.
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Source: Bureau of Labor Statistics (2017).

Photo 16.6 Many African American role models are available for African American boys to identify with.
President Barack Obama (left), basketball star LeBron James (center), and author Ta-Nehisi Coates (right).

Photo of Obama: Official White House Photo by Pete Souza - P120612PS-0463 (direct link), Public
Domain. Photo of James: By Keith Allison from Hanover, MD, USA - LeBron James, CC BY-SA 2.0
Photo of Coates: By Eduardo Montes-Bradley, CC BY-SA 4.0.

Of course, the more adults who love, nurture, and support a child’s development, the better. But that does not
mean that children of single parents—in this particular case, Black children raised by Black women—are
doomed. In the case of youth growing up in female-headed Black households, it’s important to recognize that
there are many African American heroes with whom Black youth can identify outside of their own family.
Depending on their interests and concerns, African American boys may identify with different heroes or
mentors within their culture (e.g., Grantham, 2004). For instance, if his passion is sports, his role model may
be LeBron James, if he wants to be a writer, it may be Ta-Nehisi Coates, or if his interest is in politics and
civil rights, it may be former president Barack Obama. A teacher at his school or a leader in his church or
mosque can also be heroes. In sum, there are a number of Black male role models or heroes for a Black boy to
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identify with and look up to, beyond his own father.

Earlier in this chapter we discussed the GRIP. The concern over African American male identity is clearly
part of this paradigm. Having concluded that the GRIP is not a very good approach to the male role and that
concerns over gender identity are overblown, we must accept the implication that there has been too much
emphasis on Black male identity.

If we shift to the GRSP, we see gender roles as sources of psychological strain for Black men, which is a more
productive approach. For example, let’s consider the economic status of Black men in the United States. As
shown in Table 16.4, about 1 in 11 Black men is unemployed and Black men make about 76 cents for every
dollar that White men make. Given that the role of breadwinner or good provider is important to the
traditional male role in the United States, this high unemployment rate contributes to a gender role strain for
Black men. Thus Black men may feel that they are failing to fulfill this part of their role. Consistent with the
GRSP, gender roles can be a source of strain.

The stress of not fulfilling one’s gender role can be expressed or manifested in a number of ways. For example,
it might turn into antisocial behavior, including violence and crime. It has also been suggested that
volunteering for the army becomes an alternative means of fulfilling the male role—whereas 8% of young
White men intend to enlist, 18% of young Black men do (U.S. Department of Defense, 2001).

Black men may also engage in other efforts to demonstrate their masculinity, as with the cool pose (Majors &
Billson, 1992; Rogers et al., 2015). The cool pose refers to a set of behaviors and scripts for Black men that
developed in response to racial oppression. This form of masculinity emphasizes the expression of pride,
strength, and control. While the cool pose is a strategy that Black men may use to maintain their sense of self-
worth and resist racial oppression, it comes with a cost. Like traditional masculinity, the cool pose is
demanding in its narrow construction of masculinity.

Cool pose: A set of behaviors and scripts for Black men that developed in response to racial oppression and that emphasize the
expression of pride, strength, and control.

Another aspect of the male role is that of husband, which is closely tied to the breadwinner role. With
elevated unemployment rates, African American men are understandably reluctant to take on the
responsibility of marriage. Nonetheless, the husband and provider role are important to many Black men,
particularly after they pass through young adulthood (Perry, 2013). Middle-class African American men tend
to place an especially strong emphasis on the provider role and on obtaining the requisite education for that
role (Diemer, 2002). One important factor in Black men’s attitudes about marriage has to do with religion;
marriage is of greater importance to Black men who are more religious or connected to their church (Perry,
2013).

Related to the provider role is the father role. The responsibility of supporting and raising children is
enormous and can be a source of stress to any parent, but especially to one who is unemployed. Thus, for an
African American man who is also unemployed, the father role might add to the gender role strain.
Alternatively, it can be a means of fulfilling the male role when the provider role is elusive. In terms of
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parenting behaviors, relative to White men in two-parent families, Black men in two-parent families monitor
their children more and exhibit more responsibility for child rearing (Hofferth, 2003). And Black fathers are
as involved with their children as fathers from other ethnic groups, though they devote a smaller proportion of
that time to playing with their children (McGill, 2014).

Yet, in the era of mass incarceration, fulfillment of the father role can be elusive for many Black men (Sykes &
Pettit, 2014). Today, Black men are six times more likely than White men to be incarcerated (Parker &
Wang, 2013). Studies have found that, in cities around the United States, people of color were more likely
than Whites to be stopped and searched by police, even though they were actually less likely to be carrying
illegal weapons (Cole et al., 2015). As evidence of racial discrimination in policing and the criminal justice
system accumulates, scholars note that Black men are especially disadvantaged. In The New Jim Crow,
Michelle Alexander (2010) proposed that, while racial discrimination in employment is no longer socially
acceptable, Black men encounter a new, redesigned form of racial discrimination that oppresses and
disenfranchises them in legal ways:

Today it is perfectly legal to discriminate against criminals in nearly all the ways that it was once legal to
discriminate against African Americans. Once you’re labeled a felon, the old forms of discrimination—
employment discrimination, housing discrimination, denial of the right to vote, denial of educational
opportunity, denial of food stamps and other public benefits, and exclusion from jury service—are
suddenly legal. (p. 2)

Thus, for the Black man who has served time in prison, he will find it exceedingly difficult to fulfill many
aspects of the male role, such as being a father, husband, and provider for his family.

In sum, despite the long emphasis on viewing Black men’s masculinity from a deficit perspective, the GRSP is
most useful in framing and understanding the experiences of Black men. Aspects of the traditional male role
—particularly the breadwinner or provider role—have been denied to Black men for decades. In turn, higher
unemployment rates contribute to their gender role strain and may make it more difficult to fulfill other
aspects of the male role, such as the husband and father roles.

Asian American Men

Like African American men, Asian American men experience racial discrimination and prejudice in our
Anglocentric society (Liu & Wong, 2016). However, Asian American men differ from African American
men in some substantial ways. For example, Asian Americans do not have the heritage of slavery. And across
the intersection of gender and ethnicity, Asian American men have the lowest unemployment rates and the
highest earnings (see Table 16.4). This higher income—and the accompanying higher educational attainment
—can shape Asian American men’s experiences in important ways.

Of course, as we discussed in Chapter 4, there is tremendous diversity among Asian American groups. Some
may be refugees who escaped from Vietnam or Cambodia under oppressive and traumatic circumstances,
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some may be Japanese Americans who lived in internment camps in the 1940s, some may be Chinese
Americans who are fourth generation in the United States, and some may be recent immigrants from India. It
is important to keep this diversity in mind when referring to Asian Americans.

In comparison with Asian American women, Asian American men share many of the same difficulties (see
Chapter 4), including bilingualism and conflicts between Asian cultural values and the dominant cultural
values of America. Yet there are also gender differences within this broad ethnic group. For example, Asian
Americans’ sexuality is stereotyped in gendered ways. Whereas Asian American women are stereotyped as
exotic sex toys (see Chapter 4), Asian American men are stereotyped as asexual, sexually unattractive, and
having small penises (Liu & Wong, 2016; Reid & Bing, 2000). Similarly, research indicates that women
across diverse ethnic groups are less interested in Asian American men as potential romantic partners (Fisman
et al., 2008). Asian American men are also stereotyped as introverted, socially inept, feminine and
unmasculine, physically inferior and nonathletic, and perpetual foreigners (Liu & Wong, 2016). In short, they
are stereotyped as not living up to the ideal of traditional White masculinity.

Photo 16.7 Asian American men are stereotyped as not living up to the ideal of traditional White masculinity,
yet they earn higher median incomes relative to other men.

©iStockphoto.com/TommL.

Another gendered aspect of Asian American men’s lives in the United States has to do with gender ratios in
the population. The combination of U.S. immigration policies and the circumstances under which some
Asian Americans (e.g., Chinese men brought to build the transcontinental railway in the 1860s) came to the
United States contributed to a lopsided gender ratio, such that there were far more Asian American men than
Asian American women. For example, at one point in Washington state, the ratio of Filipino men to Filipino
women was 33:1 (Bulosan, 1960). Given that anti-miscegenation laws prohibited Asian American men from
marrying women of other racial or ethnic groups, many Asian American men were in a state of permanently
enforced bachelorhood. Moreover, because marriage and parenthood are considered milestones or signs of
reaching adulthood in some Asian societies, many men experienced a life of perpetual boyhood by their own
cultural values (Kim, 1990).

Latino Men

Latinx culture is typically seen as highly patriarchal and gendered. Men are held to the ideal of machismo and
women to the ideal of marianismo (see Chapter 4). As noted in Chapter 4, in traditional Latin American
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cultures, gender roles are sharply defined (Raffaelli & Ontai, 2004; Salgado de Snyder et al., 2000). And
among Latino men, belief in traditional masculinity is closely tied to their identity as Latino (Saez et al.,
2009). Traditional gender roles are emphasized early in the socialization process for children (Raffaelli &
Ontai, 2004). Boys are given greater freedom, are encouraged in sexual exploits, and are not expected to share
in the household work, whereas girls are closely monitored and expected to contribute to household work.

Yet, as with any generalization, the description of Latinx culture as highly patriarchal does not capture the
rich diversity and subcultural variations across Latinx culture. For example, compared with Mexicans living in
Mexico, the Mexican American family structure is less patriarchal, despite sharing the value of familismo and
the strong emphasis on family (Muñoz-Laboy, 2008). The shared value of familismo also means that the
father role is an important aspect of the Latino male role (Roubinov et al., 2016).

With regard to masculinity and the male role, the belief that the provider role is the man’s responsibility varies
according to acculturation (Taylor et al., 1999). Less acculturated Mexican immigrants hold the strongest
beliefs in the man’s responsibility to be a provider, while highly acculturated Mexican immigrants hold less
strong beliefs, and highly acculturated U.S.-born Mexican Americans hold the least strong beliefs. Still,
White Americans hold this traditional belief less strongly than all three of these Latinx groups. Similar
patterns have been found with regard to the importance of the father role (Cabrera et al., 2006). In sum, the
aspects of being a good provider and father for one’s family are important to the male role in Latinx culture,
though there are subcultural variations. In the context of intense national controversy regarding the legal
immigration and employment of Latinx persons in the United States, there is increased pressure on Latino
men to fulfill this aspect of the male role.

Photo 16.8 The father role is an important aspect of the Latino male role, consistent with the shared value of
familismo.

©iStockphoto.com/monkeybusinessimages.
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American Indian Men

Like other men of color, American Indian men experience disadvantages such as discrimination and prejudice
based on their ethnicity. Yet their unique cultural heritage, based on tribal diversity and hundreds of years of
colonization, trauma, occupation, and enslavement by Europeans, distinguishes some of their experiences.

In considering gender roles among American Indians, it is important to note that gender is not understood as
a binary construct in most American Indian languages or cultures. Traditionally, roles have been assigned not
based on gender but on one’s purpose (Rouse, 2016).

Some American Indian tribes, including the Cherokee, Navajo, Iroquois, Hopi, and Zuni, traditionally had
relatively egalitarian gender roles (LaFromboise et al., 1990). Women had important economic, political, and
spiritual roles, and there was even a matrilineal pattern of inheritance. Men tended to have more authority in
the public sphere, but women’s power in the private sphere of the family was great. Yet as Europeans
colonized North America and cross-cultural contacts increased, this gender egalitarianism declined. Increased
contact with the dominant White culture in the United States and subsequent acculturation contributed to an
increase in male dominance among American Indians (LaFromboise et al., 1990).

Photo 16.9 Conflicts between American Indian culture and White masculinity can contribute to gender role
strain among American Indian men.

©iStockphoto.com/RyersonClark.

Yet, paradoxically, the imposition of patriarchy and male dominance on American Indian cultures has not
been very beneficial to American Indian men. Instead, American Indian men are likely to experience gender
role strain, particularly as their native culture conflicts with traditional White masculinity (Whitbeck et al.,
2002). For example, a Navajo man who follows his cultural tradition of wearing his hair long and tied with
yarn in a bun will likely face discrimination and hostility as he is perceived as feminine. In short, his culturally
defined masculinity conflicts with traditional White masculinity, which has the upper hand in mainstream
U.S. society.

Unfortunately, there is very little psychological research on American Indian men (Wong et al., 2010), which
makes it difficult to characterize the full range of their experiences. Nonetheless, researchers who study
American Indians note that, despite their history of trauma, it would be a mistake to define their experiences
so narrowly and think of them as victims. Instead, the indigenous peoples of North America are resilient and
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persistent and actively engaged in shaping their own future (Gone, 2010; Rouse, 2016).

Health Issues

A baby boy born in the United States today can expect to live 76 years if he is White and 72 years if he is
Black; a baby girl can expect to live 81 years if she is White and 78 years if she is Black (see Chapter 11; Arias,
2015). In other words, men live about 5 to 6 fewer years than women do. Many researchers are interested in
the causes of men’s shorter life expectancy and whether biological factors or environmental factors are more
important (Courtenay, 2000; Helgeson, 2009; Theorell & Härenstam, 2000). For example, are men more
biologically vulnerable, more susceptible to disease, genetic defects, and so on? Or are men victims of their
environment and social context, and the male role in particular? Let’s examine the evidence on both sides of
the issue.

With regard to biological factors, boys and men have a higher death rate than girls and women, even
prenatally. At conception, the ratio of male to female zygotes is probably about 120:100. Yet, at birth, the
male-to-female ratio is down to about 105:100 (Mathews & Hamilton, 2005). So, even before birth, boys
have a higher death rate (Kilmartin, 2000). That disparity can’t possibly be the result of the male role. What is
more likely is that sex-linked recessive genetic defects or diseases such as hemophilia cause the higher male
death rate.

Yet, after birth, X-linked diseases probably cause a relatively small proportion of the excess male deaths. Sex
hormones are a far more important biological factor (Helgeson, 2009). While heart disease is a leading cause
of death for both men and women (Mozzafarian et al., 2016), heart disease tends to strike men at much
younger ages. This contributes to men’s shorter life expectancy. Estrogen appears to be a protective factor
against heart disease, protecting women at least until menopause.

With regard to environmental factors, an important issue is substance use, including tobacco (i.e., smoking)
and alcohol. For example, lung cancer and heart attacks are among the leading causes of death in men, and
cigarette smoking is implicated in both (Helgeson, 2009; Sue, 2000). Another leading cause of death in which
men outnumber women is cirrhosis of the liver, and that is related to excessive drinking, a behavior that is
considered more appropriate for the male role than for the female role. Men also have higher rates of illicit
substance use (see Chapter 15).

Accidents—specifically vehicle accidents and gun accidents—are another cause of death in which men
outnumber women. These kinds of deaths, too, can clearly be linked to masculine traits such as aggressiveness
and risk taking. In sum, specific behaviors associated with the male role—smoking, drinking, aggression, and
risk taking—are linked to men’s higher death rates. Moreover, research indicates a link between masculinity
and death, such that more masculine men die younger than less masculine men (Lippa et al., 2000).

The male role contributes to men’s shorter life expectancy in other ways. For example, men are less likely than
women to seek help for medical, mental health, and substance use problems (Addis & Mahalik, 2003). This
gendered pattern of help-seeking is seen across ages, nationalities, and ethnic groups. Simply put, help-
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seeking is not masculine; the male role requires that men be self-reliant and tough. This means that men die
at younger ages because they wait too long to seek treatment for problems that are preventable or treatable.

Driving is another part of the male role. Relative to women, men tend to drive more and drive faster, and they
take more risks while driving (Helgeson, 2009). The result is that men account for 71% of deaths from motor
vehicle crashes (Insurance Institute for Highway Safety, 2016).

In sum, neither biological factors nor environmental factors alone seem to explain gender differences in life
expectancy. Clearly, there are dangerous aspects of the male role, contributing to men’s shorter life expectancy.
Male deaths from heart disease and cirrhosis of the liver seem linked to environmental factors, specifically the
male role and smoking and drinking behaviors. Nonetheless, biological factors such as genetic defects seem
likely to cause the higher rate of male deaths prenatally. It is also likely that some biological factors make men
more vulnerable to particular environmental factors.

Photo 16.10 The male role can be hazardous to men’s health.

Roberto Schmidt/AFP/Getty Images.

We can also examine the interaction of biological and environmental factors among transgender men. Some
transgender men may feel pressure to adhere to the male role in order to be seen and accepted as men. Thus,
they may engage in heavier drinking or smoking, which can shorten their life expectancy. By contrast, it is
unclear how much the biological factors that are linked to cisgender men’s shorter life expectancy impact
transgender men’s health. For example, research comparing transgender men receiving testosterone to
cisgender women finds no differences in cardiovascular disease (Gooren et al., 2014). Clearly, we need more
research that can tease apart the biological and environmental factors contributing to cisgender and
transgender men’s health.

Experience the Research: Childhood Experiences of the Mother and Men’s Desire to Control Women

One assumption of the gender role identity paradigm is that men’s negative attitudes toward women are a result of problems of
gender role identity caused by mothers. One hypothesis is that little boys experience the mother as overwhelming and therefore try
to control and dominate women in adulthood. If this is the case, there should be a correlation between men’s ratings of their
childhood experiences of their mother and their attitudes, as adults, toward women. Men who experienced their mothers as
overwhelming should want to control women, and men who did not experience their mothers as overwhelming should be less
interested in controlling women. You will collect data to see whether this is true.

Use the following items to assess men’s experience of their mothers in childhood:
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1. When I was a child, my mother seemed overwhelming to me.
2. When I was a child, my mother tried to control me all the time.

Use the following items to assess men’s attitudes toward women:

1. The husband should have the final say in family decisions.
2. In the traditional marriage vows, the wife promises to obey the husband, and there is great wisdom in that.

Participants should rate each item on a scale from (1) strongly disagree to (5) strongly agree, with (3) meaning neither agree nor
disagree. To make the purpose of these items less obvious, construct at least 10 items assessing attitudes on some other topics and
intersperse the four critical items among them.

Administer your 14-item scale to five men who are not in your class (men who take a psychology of women course are not a random
sample of the male population). If possible, include in your sample several men who are older than traditional college age.

Take the average of the two items on experience of the mother as the man’s score on Experience of Mother. Take the average of the
two control of women items as the man’s score on Control Women. For your five respondents, does there appear to be a correlation
between Experience of Mother scores and Control Women scores? That is, do men who have high scores on one tend to have high
scores on the other? If you have taken a statistics course, compute the actual correlation between the two scales. You may also put
your data together with those of other students in your class to obtain a larger sample and then compute the correlation.

Do the results support or go against the hypothesis?

Chapter Summary

In this chapter we have focused on the psychology of cisgender men and the male role. The feminist analysis of masculinity points to
the link between traditional gender roles and gender inequality. In requiring men to control the public sphere and engage in
dominant and aggressive behaviors while requiring women to remain in the private sphere and engage in adaptive and nurturing
behaviors, traditional gender roles maintain patriarchy. Being a “real man” is a hard-won but easily lost social status. Masculinity and
the male role are characterized by dominance, power, and agency, in stark contrast to femininity and the female role. Moreover,
traditional gender roles are firmly rooted in the gender binary and assume that heterosexuality is the norm. As such, these roles make
no space for trans or queer people. Yet some trans men feel pressure to adhere to the traditional male role in order to be seen and
accepted as men by others.

An important point in this chapter was the distinction between the GRIP and the GRSP. The GRIP was traditional psychology’s
approach to the male role and was based on the assumption that a man must have a masculine identity in order to be psychologically
healthy. Yet the GRIP is just not borne out by the evidence—boys’ masculinity is not correlated with their fathers’ masculinity,
father absence does not necessarily produce inadequate masculinity, and so on.

An alternative model is the GRSP, which views gender roles as sources of strain. The GRSP puts masculine traits such as
athleticism in context. The emphasis on athletic prowess for boys and men produces strains for both the athlete and the nonathlete
alike. The father and provider roles are important aspects of the male role in adulthood.

Traditional masculinity privileges White men; men of color are stereotyped as not meeting the ideal of traditional White
masculinity. For example, Asian American men are stereotyped as asexual and physically weak. Manhood seems especially precarious
for men of color, and traditional masculinity contributes to gender role strain for many.

The male role involves risk taking and is often dangerous to men’s health. Gender differences in life expectancy appear to be the
result of an interaction of biological and environmental factors, and gendered behaviors such as drinking and smoking increase men’s
mortality.

Suggestions for Further Reading

Kimmel, Michael. (2015). Angry White men: American masculinity at the end of an era. New York, NY: Nation Books. Interviewing
White supremacists, men’s rights activists, and students, sociologist Michael Kimmel provides a feminist and intersectional analysis
of contemporary White masculinity.
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Levant, Ronald F., & Wong, Y. Joel. (2017). The psychology of men and masculinity. Washington, DC: American Psychological
Association. This book reviews the research on the psychology of men and masculinity, with chapters written by leading researchers
in the field.

Pascoe, C. J., & Bridges, Tristan. (2016). Exploring masculinities: Identity, inequality, continuity and change. New York, NY: Oxford
University Press. Sociologists C. J. Pascoe and Tristan Bridges discuss masculinities from an intersectional perspective.
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Chapter 17 Retrospect and Prospect

Outline

1. Future Research
2. Feminism Revisited
3. Re-visioning Theory
Focus 17.1: Paradigms, Science, and Feminism
4. The Continuing Feminist Revolution and Backlash
Experience the Research: Feminist Identity
5. Suggestions for Further Reading

“Standing on the ground of common sense and the constitution of the human mind, I deny that anyone
knows, or can know, the nature of the two sexes, so long as they have only been seen in their present
relation to one another. . . . What is now called the nature of woman is an eminently artificial thing—the
result of forced repression in some directions, unnatural stimulation in others.”

John Stuart Mill (1869), The Subjection of Women

The great philosopher and feminist John Stuart Mill, quoted here, lived in an era in which there was no
science of psychology. He believed that no one could understand the true nature of women and men. Nearly
150 years—and a great deal of psychological research—later, how can one respond to Mill?

Certainly, scientists would not claim to know the “true nature” of women and men any more than Mill did.
But we would argue that it is not the right question to ask. Rather than trying to establish the “true nature” of
women and men, we would do better to try to understand how gender—as a construct much more complex
than the male/female binary—contributes to our psychological functioning across cultures and history.

This book has focused particularly on trying to understand how gender contributes to our psychological
functioning in our contemporary culture, focusing especially on women and, when data are available, trans and
nonbinary people. To do this, we have reviewed the existing scientific theories and research evidence. They
provide some reasonable ideas that further research will continue to refine.

Several important themes have cropped up repeatedly in this book. One is gender similarities, the notion that
women and men are more similar to each other than they are different (Hyde, 2005a). A second theme is the
pervasiveness of androcentrism, cisgenderism, and heteronormativity in everything from children’s storybooks
to psychological theories. A third theme is the inadequacy of the gender binary—it is increasingly clear to
many of us that gender is much more than male/female. And a fourth theme is the importance of
intersectionality and how multiple social categories (gender, ethnicity, social class, and so on) shape our
identities and status.
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Future Research

In 1974, when the first edition of this book was published (and NEQ was not yet born), research on the
psychology of women was in its infancy. However, as we write these chapters on the heels of the most recent
(2017) convention of the American Psychological Association, we feel that enormous progress has been made
in the psychology of women and gender. Research and theory have become truly sophisticated and innovative.
We have a deeper understanding of the ways in which sexism (as well as racism and heterosexism) can
interfere with the psychological research process, and we have some ways to correct it. There are a few well-
documented gender differences in psychological characteristics, we have a better sense of what those
differences mean for our lives, and we know that the general pattern is gender similarities. And research is
uncovering ways to make our society more equal and equitable. Principles of feminist research and therapy are
more than a twinkle in some feminist’s eye—they are widely practiced and, in some cases, have become
conventional. And so the list goes.

Yet there is so much more to learn! What do you think are the most important questions for future research in
the psychology of women and gender? Here are a few of the topics we think are most important.

Perhaps the most important need is to use an intersectional approach. This means going beyond research that
studies one social category at a time—as in a study of psychological gender differences that does not consider
how ethnicity or social class are simultaneously involved. It means reframing our research questions and
thinking about gender in more complex ways. In particular, we must do more to study gender among people
of color. The psychology of women and gender has focused too much on the psychology of White middle-
class women. We need to know far more about how gender is constructed among African American, Asian
American, Latinx, American Indian, and multiethnic people. For example, how are gender roles and
socialization practices shaped by ethnicity and culture? We need to know more about those who have
persisted and thrived despite contexts of oppression and disadvantage, and we need to know more about how
to most effectively help those who have been less fortunate. We must also remember that intersectionality isn’t
simply about finding all the ways in which we are different—it’s also about respecting our common humanity
and empowering those from marginalized groups.

Photo 17.1 Far more research on women of color is needed in psychology.

©iStockphoto.com/monkeybusinessimages.

And it’s time for psychology to examine gender more critically and move beyond the gender binary. We all
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need to be willing to question what we think we know about gender. A critique of the gender binary is a
logical extension of the gender similarities hypothesis; after all, if gender similarities are the rule for most
psychological characteristics, what sense is there in being so fixated on essentialist notions of binary gender
categories in the first place? Thinking about the steps in the research process described in Chapter 1, what
does a critique of the gender binary entail? In some cases, it might mean categorizing participants not by
birth-assigned gender but by gender identity or doing away with gender categories altogether. In other cases,
it might mean examining sexist discrimination in more nuanced ways that incorporate attention to
cisgenderism and heteronormativity. Much more psychological research is needed on the experiences of trans
and nonbinary people. So much of what we think we know about gender is deeply rooted in the socially
constructed gender binary. We are optimistic that psychology will figure this out, but it will take a persistent

and diverse team of researchers to get it right.

The psychological study of men and masculinity has flourished in recent years, and this work needs to
continue. As the male gender role continues to evolve, more research will be needed on how men adapt to
these changes and perform their roles. Consider, for example, how much more time fathers spend with their
children today than in previous generations (Parker & Wang, 2013; see Chapter 16). Still, new research
demonstrates how fathers’ parenting behaviors may still perpetuate traditional gender roles. One recent study
found a number of subtle ways in which fathers treat sons and daughters differently. For example, fathers were
more engaged, talked more openly about emotions, and sang more with daughters, but engaged in more
rough-and-tumble play and used more achievement language with sons (Mascaro et al., 2017). In addition,
fathers’ brains demonstrated different neural responses to images of sons compared with images of daughters.
If mothers and fathers continue to perceive and treat daughters and sons as though they are vastly different,
can we ever achieve gender equality?

A deep, intersectional investigation of gender incorporates analysis of masculinity. It examines the ways in
which boys’ and men’s psychological development and functioning are shaped by masculinity norms, which
include cisgenderism and heteronormativity. Although it is true that male privilege is pervasive, the male role
does not promote psychological well-being. Thus, we must be careful not to assume that, because men have
more power, men are always functioning better. The male gender role, with its emphasis on power,
dominance, and independence, can be isolating and limiting. In her book Feminism Is for Everybody, Black
feminist author bell hooks (2000) articulates this tension clearly:

Males as a group have and do benefit the most from patriarchy, from the assumption that they are
superior to females and should rule over us. But those benefits have come with a price. In return for all
the goodies men receive from patriarchy, they are required to dominate women, to exploit and oppress
us, using violence if they must to keep patriarchy intact. Most men find it difficult to be patriarchs. Most
men are disturbed by hatred and fear of women, by male violence against women, even the men who
perpetuate this violence. But they fear letting go of the benefits. . . . So they find it easier to passively
support male domination even when they know in their minds and hearts that it is wrong. (p. ix)
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In sum, as the psychology of women and gender becomes more intersectional and moves beyond the binary,
we must consider how gender matters for everyone.

Related to this point, we also need to know more scientifically about feminism and its place in science. What
leads people to become feminists? What happens to people psychologically when they become feminists? How
can feminism be more intersectional and foster positive social change for everyone? As one popular saying has
it, gender equality isn’t pie. Equal rights for others doesn’t mean fewer rights for any of us.

Feminism Revisited

In Chapter 1, we offered a definition of feminism that deviated from the one that is often found in popular
media. A feminist is “a person who favors political, economic, and social equality of all people, regardless of
gender, and therefore favors the legal and social changes necessary to achieve gender equality.” Your
understanding of feminism is now much more complex than that. We hope that your view of feminism has
been transformed in reading this book. Feminism offers a substantially different view of the world, and
specifically of psychology, than the one traditional science has offered (see Focus 17.1). Feminism says that we
are all of equal value and dignity, regardless of our gender, ethnicity, class, sexual orientation, religion, and so
on. It says that the focus of psychology should be about more than just issues that matter to men. Issues
traditionally thought of as “women’s issues” (e.g., rape, sexism, reproductive health, work–family balance)
should be understood as “human issues” and given research attention. Scientists must be careful in interpreting
outcomes; for example, when they investigate intimate partner violence, they must not automatically blame it
on the victim. We all need to be conscious of the power of gender roles in our lives. And so on. We could
continue the list for pages. The point is that feminism provides a new view in psychology, a new set of
questions, a fresh set of hypotheses. We find that exciting and optimistic, and we hope you do, too.

Every semester, our students tell us how their psychology of women and gender course has changed them.
Some students tell us how they are thinking differently about negative events in their lives, understanding the
role of the situation and context much more and blaming themselves much less. Others tell us how they are
trying to be less sexist in their daily lives—for example, to stop judging women on their appearance or to stop
referring to adult women as “girls.” For us, the psychology of women and gender has deepened our
appreciation for science as a tool that can promote gender equality and improve people’s lives.

Some students develop a feminist identity through their course work. For example, in one relevant study,
researchers evaluated the impact of gender and women’s studies (GWS) courses on the students who take
them (Bargad & Hyde, 1991; Hyde, 2002). They looked particularly at the development of feminist identity
in women taking the courses compared with a group of women not taking GWS courses. According to one
theory, feminist identity develops in five stages, shown in Table 17.1.

The researchers developed a scale, the Feminist Identity Development Scale, to measure women’s scores on
each of the stages and administered the scale at the beginning and end of the semester. The research indicated
that women taking GWS courses, compared with the control group, showed significant declines in their
degree of passive acceptance. That is, those in GWS courses decreased significantly in Passive Acceptance
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from the beginning to the end of the semester. At the same time, they increased significantly in their scores
on Revelation, Embeddedness, and Active Commitment. GWS courses do seem to have an impact on
students who take them.

Re-visioning Theory

Just as we must press forward with new research, so must we continue to revise androcentric theories in
psychology. Carol Gilligan’s (1982) revision of moral development theory is often trotted out as a good
example, but that work is now more than 35 years old, and many, many more theories need to be revised. The
process of theory revision must continue.

One of the best and most productive examples of contemporary feminist revision of theory is UCLA
psychologist Shelley Taylor’s major challenge to classical theories of stress and her proposed alternative
(Taylor, 2006; Taylor et al., 2000). Classical stress theory, originally proposed by Walter Cannon in 1932 and
taught as fact in many psychology courses today, maintains that the standard human (and animal) response to
stress is the fight-or-flight response. The body reacts physiologically in ways that help the person stay and fight
the attacker or flee with lightning speed. Specifically, the sympathetic nervous system is activated, and the
HPA (hypothalamus, pituitary, adrenal) axis is stimulated, which initiates a cascade of hormone production
including especially cortisol, norepinephrine, and epinephrine. Classical stress theory describes a biobehavioral
response to stress: In the biological component, the sympathetic nervous system is activated, thereby
facilitating the behavioral response, which is fight-or-flight.

Taylor examined the research exploring classical stress theory and noted that most of it was conducted on
male rats. Moreover, in human research prior to 1995, women comprised only 17% of the participants in
laboratory studies of physiological responses to stress. And yet, classical stress theory has been accepted as a
theory that applies to all of us. That’s a glaring example of the error of overgeneralization. While fighting or
fleeing might be very adaptive for males of various animal species, it may not be for females, who are most
often responsible for protecting not only themselves but also their young. The fight-or-flight response would
leave vulnerable babies unprotected. That doesn’t seem adaptive.

Taylor proposed an alternative to the androcentric fight-or-flight—known as tend-and-befriend—which
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describes females’ biobehavioral response to stress. In tend-and-befriend, the female behavioral response is to
tend to one’s young and affiliate with (befriend) a social group that, collectively, provides protection from
threats. This behavioral response is facilitated by the biological response, which involves secretion of oxytocin.

Focus 17.1 Paradigms, Science, and Feminism

Thomas Kuhn’s (1970) The Structure of Scientific Revolutions has become a modern classic in the philosophy of science. Kuhn’s
analysis can be used to help us understand science, and specifically how feminism fits into science.

The general public tends to view science as continually advancing in small steps by accumulating facts. Yet one of Kuhn’s
fundamental points is that the history of science demonstrates that science doesn’t advance in this way at all. Instead, science
proceeds in occasional revolutionary leaps that disrupt calm periods of data collection. Each of these revolutionary leaps involves a
shift from an old paradigm to a new paradigm. As he defines it, a paradigm refers to the set of beliefs, underlying assumptions,
values, and techniques shared by a particular community of scientists. In a sense, a paradigm is a worldview, or at least a view of the
piece of the world that is the focus of the particular scientific specialty. Usually, a new paradigm is dramatically different from the old
one. Scientists support the new paradigm because it solves problems that the old one couldn’t handle. And paradigms are sufficiently
open-ended that they create an entirely new set of questions that stimulate new scientific research.

Paradigm: A set of beliefs, underlying assumptions, values, and techniques shared by a particular community of scientists.

One example that demonstrates and clarifies the concepts of a paradigm shift and revolutionary leaps in science is the Copernican
revolution in astronomy. At the beginning of the 15th century in Europe, everyone, scientists included, believed that the earth was
the center of the universe and that the sun revolved around the earth, a view known as the geocentric (earth-centered) or Ptolemaic
view. Copernicus (1473–1543) proposed a new view, or paradigm, known as the heliocentric view—namely, that the sun was the
center around which the earth rotated yearly, while the earth spun on its own axis daily. Copernicus’s heliocentric view solved some
problems that existed with the old, geocentric view. One of these was that in order for geocentrism to be correct, the other planets
must be traveling at irregular speeds around the earth, darting ahead and then slowing down. Yet, in the Copernican view, the
planets could be seen as moving at constant speed, while the earth (with the astronomer on it) moved simultaneously. Copernicus’s
ideas were opposed by the Catholic Church as erroneous and possibly heretical; such opposition or resistance is often the case with
new scientific paradigms. As you know, eventually his ideas were widely accepted by astronomers, who then used them as the basis
for their research. Kuhn’s point is clear: Science proceeds in occasional revolutionary leaps as new paradigms, representing radically
different ideas, arise.

The general public, as well as many scientists, tends to view science as fundamentally objective. Kuhn disputed this notion as well.
He argued that there is no such thing as a pure fact in science; rather, there are only facts that exist within the context of a particular
paradigm. Once a new paradigm has taken over, the old “facts” will seem wrong or downright stupid. For example, if we had lived
before the time of Copernicus, we would naturally have observed the “fact” that the sun rises in the east every morning and sets in
the west every evening. We would have taken this as ample evidence of the “fact” that the sun is revolving around the earth. From
our modern, post-Copernican perspective, these do not seem to be facts at all. This illustrates Kuhn’s argument that there are no
objective facts in science; facts exist only from the point of view of a particular paradigm.

How does all this relate to psychology? Psychology has had several paradigms, the actual number depending on how broad or narrow
one wants to be in identifying paradigms. For example, learning theory has been a dominant paradigm in psychology. And
experimentalism has been a dominant paradigm in social psychology, within which the tightly controlled laboratory experiment has
been understood as the best, and perhaps only, way to get good “facts” on people’s social behavior. Yet experimentalism faces a crisis
in that experimenter effects and observer effects (discussed in Chapter 1) threaten the quality of data that scientists collect in their
experiments. In such situations, data are likely to conform to scientists’ own biases.

Feminists point out that the paradigms of psychology have long been androcentric in coming from a male perspective and framing
men’s experiences as the norm or standard.

Based on Kuhn’s analyses, feminism is a paradigm in the science of psychology. Feminism fits the definition of a paradigm in that it
comprises a set of beliefs, values, and techniques that are shared by a community of scientists. And feminism provides a new
worldview, with new questions and new tools. Traditional psychology could be viewed as seeing the world revolving around men
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(androcentrism), just as the pre-Copernicans saw the sun revolving around the earth. Feminists do not want to shift to viewing the
world as revolving around women. Rather, the feminist desire is to view the world as revolving around our collective humanity,
without sexist bias.

Kuhn noted that another characteristic of a paradigm is that it provides answers to a set of problems that could not be solved by the
old paradigm and were creating a crisis. A number of such problems have not been solved by traditional psychology. For example,
consider the gender role identity paradigm (Pleck, 1981; discussed in Chapter 16), which held that optimal personality development
depended on a gender role identity that matches one’s gender assigned at birth. The traditional view of masculinity–femininity in
psychology held that gender typing was essential to mental health and that the highly masculine man and the highly feminine
woman were supposed to be the most well adjusted. As we saw, the data don’t actually support this paradigm. For example, highly
masculine men are prone to risky behaviors and die younger than their less masculine peers (Lippa et al., 2000). Traditional
psychology’s paradigm cannot handle that result, but feminism provides a framework that addresses that difficulty. The feminist
paradigm points out that people can be androgynous and that the androgynous person would be able to adapt to different situations
and, thus, be the most well adjusted.

According to Kuhn, paradigms also create an entirely new set of research questions precisely because they offer a new perspective.
The feminist paradigm has created a new set of research topics that had not been possible within the paradigm of traditional
psychology: gender-based violence, sexual harassment of women in the workplace, the construction of gender roles across different
ethnic groups, and sexism in psychotherapy, to name a few. And as intersectionality has been incorporated into feminism, we can see
how it represents a similar shift in research questions (Else-Quest & Hyde, 2016).

Feminist psychology, then, fits Kuhn’s definition of a paradigm nicely. One final comment is in order, however. It is sometimes
argued that feminism has no place in scientific psychology because feminism consists merely of a set of political biases, and these
biases do not permit objective research. Concerning this point, recall that Kuhn argued that science is not truly objective and that
facts are facts only in the context of a particular paradigm. Thus, feminist psychology is neither more nor less objective than other
paradigms in psychology. What it does is provide a set of “facts” that make sense in the feminist context.

Figure 17.1 Taylor’s tend-and-befriend captures the female stress response and is an alternative to fight-or-
flight.

Source: From Taylor (2006). Tend and befriend: Biobehavioral bases of affiliation under stress. Current
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Directions in Psychological Science, 15, 273–277, Figure 1, p. 274. Copyright 2006 by the Association

for Psychological Science.

In the fight-or-flight biological response to stress, the amygdala detects a threat or danger and sends signals to
the hypothalamus, which secretes corticotropin-releasing hormone, which in turn stimulates the adrenal gland
to secrete cortisol, epinephrine, and norepinephrine. Taylor noted that the “fight” effects of epinephrine (also
called adrenaline) are magnified by testosterone, which occurs at higher levels in males and is stimulated by
stress.

While females have the same sympathetic nervous system response, paired with increased cortisol,
epinephrine, and norepinephrine, the hypothalamus also secretes oxytocin in response to stress. Oxytocin has
two important effects. First, it interacts with estrogen to reduce epinephrine levels, which reduces fear and
increases feelings of calm, thereby heading off the risky tendency to fight or flee. Second, it stimulates
maternal behavior (tending) and affiliative behavior (befriending).

Taylor’s revision has been productive—research on hormones and behavior continues to draw on her tend-
and-befriend theory. For example, a recent field study examined the affiliative behaviors of men and women
after winning or losing a competition (Sherman et al., 2017). Participants were dog handlers in a dog agility
competition. The handler–dog teams were videotaped for the 3 minutes immediately following their
completion of the agility course. Researchers coded video for handlers’ affiliative behaviors (the behavioral
response), such as playing with the dog or petting the dog on its ears, chin, and head. They also measured the
handlers’ cortisol secretion (the biological response) before and after the competition. Overall, male and
female handlers showed the same amount of affiliative behaviors and similar changes in cortisol secretion. Yet
when the researchers took into account whether handlers had won or lost the competition (that is, whether
they had a score that allowed them to proceed to the next level of competition), they found striking gender
differences in the biobehavioral response. Consistent with tend-and-befriend, women were more affiliative
with their dogs after the stress of losing the competition. By contrast, men were more affiliative with their
dogs after winning the competition. In addition, changes in cortisol levels accounted for these behavioral
responses—when women’s cortisol levels increased, they were more affiliative, but when men’s cortisol levels
increased, they were less affiliative. This is one example of innovative research that has been prompted by
Taylor’s feminist re-visioning of theory.

Classical stress theory is fundamental in psychology and physiology. Taylor innovatively recognized that
women may respond differently to stress than men do and that this different response is adaptive. She
provided a coherent and plausible biological account of the response, which has prompted new research
questions and findings. Her alternative approach is an exciting example of feminist revision of psychological
theory.

Photo 17.2 How will this dog handler behave toward her dog if they win their agility competition? What will
happen if they lose?
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The Continuing Feminist Revolution and Backlash

Backlash, written by Pulitzer Prize–winning author Susan Faludi, helped to energize the third wave of
feminism. The feminist movement that began in the 1960s is now referred to as the second wave (the first
wave being the suffragettes who won the right to vote for women in the early 1900s), and a third wave of
feminism became vigorous in the 1990s. Today we are in the fourth wave of feminism. Although Faludi’s
book was written in 1991, it is remarkably prescient and relevant today.

Faludi’s basic argument was that these waves of feminism have fostered legal, economic, and political progress
in the United States. That is, to some extent, feminists have been effective in promoting a more equal and
equitable society. However, in response to this progress, a counterassault of antifeminism and modern sexism
has been launched. This is the backlash against women, feminism, and gender equality.

What does this backlash look like? In some cases, it is subtle and couched in the language of modern and
benevolent sexism. The backlash forces argue that women have made progress yet they are still unhappy, so
their unhappiness must be the fault of feminism. The alternative explanation—that women’s unhappiness may
be related to continued sexism in every place from the bedroom to the boardroom—is ignored. For example,
many women express their frustration and exhaustion with role overload, struggling to make ends meet as they
work full-time and pay half their wages to child care providers. The backlash frames this as a sad result of
feminists’ fight for women to have access to paid employment, but they don’t fault men’s lack of involvement
in child care, our country’s dearth of paid family leave or child care subsidies, or the swelling inequality in
today’s economy.

What evidence did Faludi provide to support her argument? Much of it came from analyses of media reports
of stories and flawed research that feed women’s anxiety and undermine their goals to be treated as equals. For
example, Faludi described the intense publicity about a study that seemed to show that a single, college-
educated woman over the age of 30 had only a 20% chance of ever marrying, and a single, college-educated
woman over the age of 40 had only a 1.3% chance. The messages were clear: “If you’re a single woman with
some education, you’re going to end up a miserable old spinster!” and “There’s a shortage of men! Better treat
them as precious resources.”

But that wasn’t the full story. It turns out that the story originated when a newspaper reporter spoke to Neil
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Bennett, a sociologist at Yale, and got preliminary, unpublished results from recently completed data analyses.
These results, which had not even been reviewed by a scientific journal, spread like wildfire. The Associated
Press picked up the story, and the results were discussed in magazines ranging from Mademoiselle to
Cosmopolitan. As it turned out, Bennett’s statistics were seriously flawed. A better study by Jeanne Moorman
of the U.S. Census Bureau indicated that the reality was far less pessimistic: at 30, a never-married college-
educated woman had a 58% to 66% chance of marriage, and at 40, she had a 17% to 23% chance. Moorman’s
findings received only muted publicity, were in fact attacked in op-ed articles in places such as the New York
Times, and were suppressed by her superiors at the Census Bureau under the Reagan administration.

Faludi also provided evidence that went beyond just the overpublicized, flawed research. She analyzed images
of women on TV and in high fashion, the New Right, the men’s movement, and much more. In all cases, the
effort is to reverse the trends set in motion by the women’s movement, and the messages are often quite
frightening.

In laboratory experiments, social backlash (i.e., the negative evaluation of people for violating the norms of
their gender role) has been documented. Social psychologist Laurie Rudman has actually been able to
document and study backlash in laboratory experiments (Rudman & Fairchild, 2004). Her research shows
that women who violate gender stereotypes are often sabotaged by the other person in the experiment and
that this other person’s self-esteem increases as a result. The sabotage, of course is a powerful force
discouraging women from violating stereotypes. Whereas Faludi’s research focused on the media and other
institutional sources of backlash, Rudman’s research documents interpersonal backlash, which is just as
powerful and just as meaningful.

For example, recall that we discussed the phenomenon of social backlash in Chapter 9. Meta-analysis
indicates that women’s hireability and likability are substantially reduced when they express dominance,
assertiveness, or agentic behavior, such as asking for a raise (Williams & Tiedens, 2016). Men aren’t
negatively impacted in the same way because, for them, such behaviors are in line with the norms of their
gender role.

Writing in 2001 and again in 2006, Faludi updated her account of threats to feminism. She argued that the
latest threat to feminism is hyperconsumerism, which has commercialized feminism. Advertisers promoted
the idea that “liberation” meant earning lots of money and buying lots of stuff with it, and that this would
make women feel happy and satisfied with their lives. In 2006, Faludi noted, “We have used our gains to gild
our shackles, but not break them.” Modern feminism as defined by popular culture involves buying designer
shoes that are about as good for one’s health as footbinding was. The freedom to choose became the freedom
to choose expensive and risky cosmetic surgery. Feminists, according to Faludi, must challenge the
commercialization of feminism and reemphasize the core values of feminism: the right of all people, regardless
of gender, to act responsibly in the world, to build a society that recognizes that caring—not more “stuff”—is
what’s important.

Today, we are in the midst of feminism’s fourth wave. It is an increasingly intersectional movement that
critiques the gender binary and fights for gender equality in new and innovative ways. Feminism is not just
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more inclusive; it is also more accessible. The fourth wave uses Web 2.0 and user-generated content to reach
more people and invite more perspectives, expanding the scope of feminist activism.

Yet, as we witnessed the stunning results of the 2016 presidential election, the precariousness of the fight for
gender equality stood out in stark relief. Some have proposed that the election of Donald Trump was part of a
backlash against the feminist gains of recent years (e.g., Goldberg, 2016; Moore, 2016). They point out that a
man who was accused of sexual harassment by numerous women and who described his privilege to “grab ’em
by the pussy” won the presidency, while his female opponent—a self-identified feminist—was routinely
labeled “shrill” and a “bitch” during the campaign. If it is true that Trump’s election was part of a backlash
against feminist gains, what does this mean for the future of feminism? And what role does the science of
psychology play in that future?

It is also possible that we are in the midst of a resurgence of feminism. The day after President Trump’s
inauguration, millions of people—many in pink “pussy” hats—gathered for Women’s Marches across all seven
continents to affirm their support for gender equality. Marchers diverse in gender, sexual orientation,
ethnicity, nationality, and age demonstrated that, unified, they could resist the backlash against feminism and
ultimately achieve gender equality. In that spirit, we are reminded of the persistence and courage of the
women’s rights activist Alice Paul, who observed, “I always feel the movement is a sort of mosaic. Each of us
puts in one little stone, and then you get a great mosaic at the end.” Will you put in a stone?

Photo 17.3 Are we in the midst of a feminist resurgence?

Mario Tama/Getty Images News/Getty Images.

Experience the Research: Feminist Identity

Think about the stages of feminist identity development described in the Bargad and Hyde (1991) study (see page 398). They go
from Stage 1, Passive Acceptance, to Stage 5, Active Commitment. You have just taken a psychology of women and gender course.
Do you think that you passed through one or several of those stages as the course progressed? What stage would you say you are in
now?
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Suggestions for Further Reading

Gay, Roxane. (2014). Bad feminist. New York, NY: HarperCollins. Gay provides sharp, intersectional feminist critique and humor
on culture and politics.

Solnit, Rebecca. (2017). The mother of all questions: Further reports from the feminist revolutions. Chicago, IL: Haymarket. In this
collection of essays, Solnit follows up her feminist book Men Explain Things to Me with humor and insight on the gender binary and
the need for men to be involved in feminism.

Taylor, Shelley. (2002). The tending instinct: Women, men, and the biology of nurturing. New York, NY: Times Books. Taylor expands
on her tend-and-befriend theory of women’s response to stress, discussed in the current chapter.

Traister, Rebecca. (2016). All the single ladies: Unmarried women and the rise of an independent nation. New York, NY: Simon &
Schuster. Traister, a journalist who interviewed women around the United States for this book, argues that, across history,
tremendous social change occurs when women postpone or forgo heterosexual marriage.
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Glossary

Acculturation:
A multidimensional process of psychological and behavioral change one undergoes as a result of long-
term contact with another culture, including the adoption of that culture’s values, customs, norms,
attitudes, and behaviors.

Acculturative stress:
Specific stress of the acculturation process.

Affiliative speech:
Speech that demonstrates affiliation or connection to the listener and may include praise, agreement,
support, and/or acknowledgment.

African Americans:
Americans of African descent.

Ageism:
Negative attitudes toward older adults.

Aggression:
Behavior intended to harm another person.

Alcohol-use disorder:
A psychological disorder characterized by excessive alcohol use and associated failure to fulfill major role
obligations (e.g., work, school, home).

Alexithymia:
Difficulty identifying and describing the emotions of oneself and others.

Amenorrhea:
The absence of menstrual periods.

American Indians:
The indigenous peoples of North America. Also called Native Americans.

Androcentrism:
Male centered; the belief that the male is the norm.

Androgen-insensitivity syndrome (AIS):
A genetic condition in which the cells of the body are unresponsive to androgens. In genetic males (XY
chromosomes), the result is genitals that appear female (complete AIS) or intersex, somewhere in
between typical males and typical females (partial AIS).
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Androgens:
A group of “male” sex hormones, including testosterone, produced more abundantly in men than in
women.

Androgyny:
The combination of masculine and feminine psychological characteristics in an individual.

Andropause:
A time of declining testosterone levels in middle- and older-age men.

Anorexia nervosa:
An eating disorder characterized by over-control of eating for purposes of weight reduction, sometimes
to the point of starvation.

Anorgasmia:
The inability to have an orgasm; also called orgasmic disorder.

Antigay prejudice:
Negative attitudes and behaviors toward gay men and lesbians. Also called sexual prejudice.

Appearance rigidity:
Rigid adherence to gender norms in appearance, such as wearing highly masculine or feminine clothing
and avoiding clothes typical of another gender.

Asexuality:
A lack of interest in or desire for sex.

Asian Americans:
Americans of Asian descent.

Assertive speech:
Speech that aims to influence the listener and may include providing instructions, information,
suggestions, criticism, and/or disagreement.

Benevolent sexism:
Beliefs about women that seem to be kind or benevolent; women are seen as pure and morally superior
beings who should be protected and adored.

Bisexual:
A person who is erotically and emotionally attracted to both women and men.

Boston marriage:
A romantic but asexual lesbian relationship.

Bulimia nervosa:
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An eating disorder in which the person binges on food and then purges the body of the calories by
vomiting, using laxatives or diuretics, fasting, or excessively exercising.

Care perspective:
According to Gilligan, an approach to moral reasoning that emphasizes relationships between people
and caring for others and the self.

Cervix:
The lower part of the uterus, forming a passageway to the vagina.

Channeling:
Selection of different toys, activities, and so on for boys and girls; also called shaping.

Child sexual abuse (CSA):
Behavior that includes the use, coercion, or forcing of a child to engage in sexual acts or imitate sexual
acts.

Circumcision:
Surgical removal of the foreskin of the penis, usually done within a few days of birth.

Cisgender:
A person whose gender identity matches the gender they were assigned at birth.

Cisgenderism:
Prejudice against people who are outside the gender binary; also refers to bias that recognizes a person’s
birth-assigned gender but not their gender identity. Also termed anti-trans prejudice.

Coercive control:
Behaviors intended to monitor and control or threaten an intimate partner.

Cognitive-behavioral therapy:
A system of psychotherapy that combines behavior therapy and restructuring of dysfunctional thought
patterns.

Coming out:
The process of acknowledging to others that one is lesbian, gay, bisexual, or queer.

Comparable worth:
The principle that people should be paid equally for work that is comparable in responsibility,
educational requirements, and so forth.

Compensation:
A process in which positive feelings or rewards from one role compensate or make up for stresses or
costs in another role.
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Conceptual equivalence:
In multicultural research, the construct measured by a scale has the same meaning in all cultures being
studied.

Congenital adrenal hyperplasia (CAH):
A rare genetic condition that causes the fetus’s adrenals to produce unusually large amounts of
androgens. In XX individuals, the result may be a girl born with masculinized genitals so that she has an
intersex condition.

Contractive posture:
Sitting or standing with legs together and arms close to the body.

Cool pose:
A set of behaviors and scripts for Black men that developed in response to racial oppression and that
emphasize the expression of pride, strength, and control.

Critical theory:
A theoretical perspective that seeks to redress power inequalities and achieve equity and equality.

Deindividuation:
A state in which a person has become anonymous and has therefore lost their individual identity—and
therefore the pressure to conform to gender roles.

Different cultures hypothesis:
Tannen’s perspective that gender differences in communication are so different that it is as though
women and men come from different linguistic cultures.

Differential treatment:
The extent to which parents and others behave differently toward boys and girls.

Direct instruction:
Telling boys and girls to behave in different ways.

Disclaimers:
Phrases such as “I may be wrong, but . . .”

Discrepancy of sexual desire:
A sexual disorder in which the partners have considerably different levels of sexual desire.

Display rules:
A culture’s rules for which emotions can be expressed or displayed.

Double standard:
The evaluation of male behavior and female behavior according to different standards, including
tolerance of male promiscuity and disapproval of female promiscuity; used specifically to refer to holding
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more conservative, restrictive attitudes toward female sexuality.

Double standard of aging:
Cultural norms by which men’s status increases with age but women’s decreases.

Doula:
A trained professional who provides continuous physical, emotional, and informational support to a
woman before, during, and shortly after childbirth.

Dual control model:
A model that two basic processes underlie human sexual response: excitation and inhibition.

Dysmenorrhea:
Painful menstruation; cramps.

Dyspareunia:
Painful intercourse.

Electra complex:
In psychoanalytic theory, a girl’s sexual attraction to and intense love for her father.

Emotional competence:
The ability to perceive, appraise, and express emotions accurately and clearly; to understand, analyze,
and use knowledge about emotions to think and make decisions; and to regulate the emotions of oneself
and others.

Empty nest:
The phase of the family life cycle following the departure of adult children from the family home; also
known as the postparental period.

Endocrine disrupters:
Chemicals in the environment that affect the endocrine system as well as other aspects of biological
functioning and behavior in animals, including humans.

Entitlement:
An individual’s sense of what they should receive (e.g., pay) based on who they are or what they’ve done.

Epigenetics:
Changes in gene expression caused by factors other than DNA.

Erogenous zones:
Areas of the body that are particularly sensitive to sexual stimulation.

Estrogen:
A sex hormone produced by the ovaries; also produced by the testes.
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Estrogen replacement therapy (ERT):
Doses of estrogen given to some women to treat menopausal symptoms.

Ethnic group:
A group of people who share a common culture and language.

Ethnocentrism:
The tendency to regard one’s own ethnic group as superior to others and to believe that its customs and
way of life are the standards by which other cultures should be judged.

Eurocentrism:
The tendency to view the world from a European American point of view and to evaluate other ethnic
groups in reference to European Americans.

European American:
White Americans of European descent; an alternative to the term Whites. Also, Euro-Americans.

Evolutionary fitness:
In evolutionary theory, an animal’s relative contribution of genes to the next generation.

Evolutionary psychology:
A theory that humans’ complex psychological mechanisms are the result of evolutionary selection.

Expansionist hypothesis:
In research on women and multiple roles, the hypothesis that multiple roles are good for mental health
because they provide more opportunities for stimulation, self-esteem, and so on.

Expansive posture:
Sitting or standing with limbs extended away from the body; also referred to as power posing.

Expectancy-value theory:
A theory of motivation that posits that a person will take on a challenging achievement task if they
expect that they can succeed at it and if they value it (find it useful or interesting).

Experimenter effects:
When some characteristics of the experimenter affect the way participants behave and therefore affect
the research outcome.

Familismo:
In Latinx culture, a sense of obligation and connectedness with both one’s immediate and extended
family.

Female deficit model:
A theory or interpretation of research in which women’s behavior is seen as deficient.
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Female sexual arousal disorder:
A lack of response to sexual stimulation, including a lack of lubrication.

Female-as-the-exception phenomenon:
If a category is considered normatively male and there is a female example of the category, gender is
noted because the female is the exception; a by-product of androcentrism.

Feminine evil:
The belief that women are the source of evil or immorality in the world, as in the Adam and Eve story.

Feminist:
A person who favors political, economic, and social equality of all people, regardless of gender, and
therefore favors the legal and social changes necessary to achieve gender equality.

Feminist research:
Research growing out of feminist theory, which seeks radical reform of traditional research methods.

Feminist therapy:
A system of therapy informed by feminist theory.

Feminization of poverty:
The increasing trend over time for women to be overrepresented among the poor in the United States.

Follicle:
The capsule of cells surrounding an egg in the ovary.

Follicle-stimulating hormone (FSH):
A hormone secreted by the pituitary that stimulates follicle and egg development.

Follicular phase:
The first phase of the menstrual cycle, beginning just after menstruation.

Gender:
The state of being male, female, both male and female, or neither male nor female.

Gender-affirming therapies:
Medical care designed to assist individuals in adjusting their primary and secondary sex characteristics to
align with their gender identity. May include hormonal therapy, surgical therapy, or both.

Gender-based violence:
Forms of violence in which women are the predominant victims and men are the predominant
perpetrators; transgender individuals are also overrepresented among victims.

Gender binary:
A system of conceptualizing gender as having two distinct and opposing groups or kinds (i.e., male and
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female).

Gender consistency:
The third stage of gender constancy development, in which children understand that gender remains
consistent despite superficial changes in appearance.

Gender constancy:
The understanding that gender is a stable and consistent part of oneself.

Gender differences:
Differences between genders.

Gender dysphoria:
Discomfort or distress related to incongruence between a person’s gender identity, sex assigned at birth,
and/or primary and secondary sex characteristics.

Gender-fair research:
Research that is free of gender bias.

Gender identity:
The first stage of gender constancy development, in which children can identify and label their own
gender and the gender of others.

Gender intensification:
Increased pressures for gender role conformity, beginning in adolescence.

Gender role identity:
The psychological structure representing the individual’s identification with their own gender role; it
demonstrates itself in the individual’s gender-appropriate behavior, attitudes, and feelings.

Gender role identity paradigm (GRIP):
Traditional psychology’s perspective that optimal personality development depends on a gender role
identity that matches the gender assigned at birth, consistent with the traditional masculinity ideology.

Gender role strain paradigm (GRSP):
A feminist theory that gender roles are socially constructed by gender ideologies, which grow out of and
support gender inequality, and that gender roles are a source of strain for individuals.

Gender schema:
A person’s general knowledge framework about gender; it processes and organizes information on the
basis of gender-linked associations.

Gender self-socialization model:
A theoretical model that children’s gender identification makes them want to adopt gender-stereotyped
behaviors.
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Gender similarities:
Similarities among genders.

Gender similarities hypothesis:
The hypothesis that men and women are similar on most, but not all, psychological variables.

Gender stability:
The second stage of gender constancy development, in which children understand that gender is stable
over time.

Gender stereotypes:
A set of shared cultural beliefs about men’s and women’s behavior, appearance, interests, personality,
and so on.

Gender typing:
The acquisition of gender-typed behaviors and learning of gender roles.

Gendered racism:
A form of oppression and bias based simultaneously on both gender and race/ethnicity.

Genderless language:
A type of language in which gender is expressed only lexically and neither personal nouns or pronouns
are differentiated for gender; examples include Finnish, Mandarin, and Turkish.

Genderqueer:
A gender category that is not exclusively male or female and therefore is not captured by the gender
binary.

Glass ceiling:
Invisible barriers to the promotion of women and ethnic minorities into upper management and
executive levels.

Gonadotropin-releasing hormone (Gn-RH):
A hormone secreted by the hypothalamus that regulates the pituitary’s secretion of hormones.

Grammatical gender language:
A type of language in which parts of speech (including nouns, pronouns, verbs, adjectives, etc.) are
gender-inflected; examples include Spanish, German, Hindi, and Hebrew.

G-spot (Gräfenberg spot):
A small gland on the front wall of the vagina, emptying into the urethra, which may be responsible for
female ejaculation.

Hedges:
Phrases such as “sort of” that weaken or soften a statement.
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Heteronormativity:
The belief that heterosexuality is the norm.

Heterosexism:
Discrimination or bias against people based on their nonheterosexual orientation.

Hispanic:
People of Spanish descent, whether from Mexico, Puerto Rico, or elsewhere.

Historical trauma:
Cumulative psychological wounding over generations resulting from massive group trauma.

Homophobia:
A strong, irrational fear of sexual minority persons.

Hooking up:
Casual sexual contact between two people, ranging from making out to intercourse.

Hopelessness theory:
A vulnerability-stress theory that a negative cognitive style makes a person vulnerable to depression.

Hormone replacement therapy (HRT):
Doses of estrogen and progesterone and possibly testosterone given to some women to treat menopausal
symptoms.

Hostile sexism:
Negative, hostile attitudes toward women and adversarial beliefs about gender relations.

Human trafficking:
The acquisition of people by improper means such as force, fraud, or deception, with the aim of
exploiting them, most often for sexual services and forced labor or slavery.

Hyperandrogenism:
A condition in which the body produces very high levels of androgens. Typically, it is noticed only in
women. It can result from a variety of medical conditions, including polycystic ovary syndrome and
Cushing syndrome.

Hypoactive sexual desire:
A sexual disorder in which there is a lack of interest in sexual activity; also termed inhibited sexual desire
or low sexual desire.

Hypothalamus:
A part of the brain that is important in regulating certain body functions, including sex hormone
production.
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Hysterectomy:
Surgical removal of the uterus.

Imitation:
People doing what they see others doing.

Implicit stereotypes:
Learned, automatic associations between social categories (e.g., female) and other attributes (e.g., nurse
but not mathematician).

Infantilizing:
Treating people—for example, women—as if they were children or babies.

Infertility:
Not getting pregnant despite having carefully timed, unprotected sex for one year.

Intensifiers:
Adverbs such as very, really, and vastly.

Intersectionality:
A feminist approach that simultaneously considers the meaning and consequences of multiple categories
of identity, difference, and disadvantage.

Intersex:
A variety of conditions in which a person is born with genitals or reproductive anatomy that is not
typical of females or males. Also termed disorders of sex development in the DSM-5 and differences of
sex development or genital diversity.

Intimate partner violence (IPV):
Aggressive behaviors directed toward an intimate partner, including sexual violence, physical violence,
stalking or harassment, verbal aggression, coercive control, and control of reproductive or sexual health.

Justice perspective:
According to Gilligan, an approach to moral reasoning that emphasizes fairness and the rights of the
individual.

Kegel exercises:
Exercises to strengthen the muscles surrounding the vagina; also called pubococcygeal muscle exercises.

Lateralization:
The extent to which one hemisphere of the brain organizes a particular mental process or behavior.

Latina:
A Latin American girl or woman.
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Latinos:
Latin American people; also refers specifically to Latin American men.

Latinx:
A Latin American person, unmarked by gender.

Lesbian:
A woman whose sexual orientation is toward other women.

Lumpectomy:
A surgical treatment for breast cancer in which only the lump and a small bit of surrounding tissue are
removed.

Luteal phase:
The third phase of the menstrual cycle, after ovulation.

Luteinizing hormone (LH):
A hormone secreted by the pituitary that triggers ovulation.

Machismo:
The ideal of manliness in Latinx culture.

Male as normative:
A model in which the male is seen as the norm for all humans and the female is seen as a deviation from
the norm.

Marianismo:
The ideal of womanliness in Latinx culture.

Masculine generics:
The common usage of masculine forms (e.g., he, his, him) as generic for all people.

Masochism:
The desire to experience pain.

Medicalization:
The process by which normal life events or situations are defined and treated as medical conditions in
need of diagnosis and treatment.

Menopause:
The cessation of menstruation.

Menstruation:
A bloody discharge of the lining of the uterus; the fourth phase of the menstrual cycle.
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Meta-analysis:
A statistical technique that allows a researcher to combine the results of multiple research studies on a
particular question.

Midlife crisis:
During men’s midlife, the phenomenon of personal turmoil and sudden changes in lifestyle, touched off
by a realization of aging, physical decline, and being trapped in tired roles.

Miscarriage:
Spontaneous demise of a fetus before the 20th week of pregnancy.

Misgendering:
A form of sexist language in which gendered language that does not match a person’s gender identity is
used or when a person’s gender identity is misidentified by some other means.

Mixed methods:
Research methods that involve both quantitative and qualitative methods.

Modeling:
Demonstrating gendered behavior for children; also refers to the child’s imitation of the behavior.

Modern sexism:
Subtle prejudiced beliefs about women; also termed neosexism.

Motherhood mandate:
A cultural belief that women must become mothers.

Motherhood penalty:
The reduction in women’s lifetime earnings that result from having children.

Mujerismo:
Feminism rooted in the lived experience of Latinas; Latina womanism.

Myotonia:
Muscle contraction.

Narcissism:
A personality trait characterized by an excessive focus on oneself, along with a grandiose, exaggerated
sense of one’s own talents, an extreme need for admiration, and a lack of empathy for others.

Native Americans:
The indigenous peoples of North America.

Natural gender language:
A type of language in which most personal nouns are gender-neutral (e.g., student) but pronouns are
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differentiated for gender; examples include English and Swedish.

Natural selection:
According to Darwin, the process by which the fittest animals survive, reproduce, and pass on their
genes to the next generation, whereas animals that are less fit do not reproduce and therefore do not
pass on their genes.

Negative cognitive style:
A tendency to attribute negative life events to internal, global, and stable causes.

Neural plasticity:
Changes in the brain in response to experience.

Neurosexism:
Claims that there are fixed differences between male and female brains and that these differences
explain women’s deficits in performance or why they should occupy certain roles and not others.

Objectified body consciousness:
The experience of one’s own body as an object to be viewed and evaluated; includes components of
surveillance, body shame, and control beliefs.

Observational learning:
Observing someone doing something and then doing it at a later time.

Observer effects:
When the researcher’s expectations affect their observations and recording of the data; also called rater
bias.

Oedipal complex:
In psychoanalytic theory, a boy’s sexual attraction to and intense love for his mother and his desire to do
away with his father.

Old-fashioned sexism:
Open or overt prejudice against women.

Orgasm:
An intense sensation that occurs at the peak of sexual arousal and is followed by the release of sexual
tensions.

Overgeneralization:
A research error in which the results are said to apply to a broader group than the one sampled, for
example, saying that results from an all-male sample are true for all people.

Ovulation:
Release of an egg from an ovary.
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Ovum:
An egg.

Paradigm:
A set of beliefs, underlying assumptions, values, and techniques shared by a particular community of
scientists.

Parental investment:
In sociobiology, behaviors or other investments in the offspring by the parent that increase the
offspring’s chance of survival.

Performativity:
The idea that gender and sexual orientation are constructed through a constant set of performances by
people (actors).

Phallic stage:
The third stage of development in psychoanalytic theory, around 3 to 6 years of age, during which, for
boys, the pleasure zone is the penis and sexual feelings arise toward the mother and, for girls, sexual
feelings arise toward the father.

Phallocentric:
Male centered or, specifically, penis centered.

Posttraumatic growth:
Positive life changes following highly stressful experiences.

Posttraumatic stress disorder (PTSD):
A disorder that develops in some people after experiencing a terrifying event. Symptoms include
reexperiencing symptoms (e.g., flashbacks, bad dreams), reactivity symptoms (e.g., easily startled,
trouble sleeping), and cognition and mood symptoms (e.g., distorted feelings of guilt, loss of enjoyment
in activities).

Precarious manhood:
The theory that manhood is an elusive and achieved social status that is hard-won and yet easily lost,
and that requires constant public proof.

Premenstrual syndrome (PMS):
A combination of severe physical and psychological symptoms (such as depression) occurring in some
women for a few days before menstruation.

Prenatal:
Before birth.

Progesterone:
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A sex hormone produced by the ovaries; also produced by the testes.

Prostaglandins:
Hormone-like biochemicals that stimulate the muscles of the uterus to contract.

Psychoanalysis:
A system of therapy based on Freud’s psychoanalytic theory in which the analyst attempts to bring
repressed, unconscious material into consciousness.

Psychoanalytic theory:
A psychological theory originated by Sigmund Freud; its basic assumption is that part of the human
psyche is unconscious.

Psychological measurement:
The processes of assigning numbers to people’s characteristics, such as aggressiveness or intelligence;
essential to quantitative methods.

Pubertal suppression:
Medical suppression of endogenous pubertal changes in adolescents; also called puberty blockers.

Qualitative research methods:
Research methods that do not use numbers or statistics, but may analyze text, in-depth interviews,
participant observations, or focus groups for themes and meaning.

Quantitative research methods:
Research methods that involve psychological measurement and the use of statistics to analyze data, often
with the goal of generalizing from a sample to a population.

Quasi-experimental design:
A research design that compares two or more groups but is not a true experiment because participants
are not randomly assigned to groups; an example is a study comparing men and women.

Queer:
An epithet that has been reappropriated by gay activists and theorists to refer to sexual minorities.

Queer of color critique:
An approach that brings together queer theory, feminist theory, and women of color feminism.

Queer theory:
A theoretical perspective that one’s gender, gender identity, and sexual orientation are not stable, fixed,
biologically based characteristics, but rather fluid and dynamic aspects of individuals shaped by culture.

Race:
A socially constructed system of human classification, once considered a biological concept referring to
discrete and exclusive groups of people with common physical features.
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Racial microaggressions:
Subtle insults directed at people of color, consciously or nonconsciously.

Radical mastectomy:
A surgical treatment for breast cancer in which the entire breast, as well as underlying muscle and lymph
nodes, is removed.

Rape:
Penetration, no matter how slight, of the vagina or anus with any body part or object, or oral
penetration by a sex organ of another person, without the consent of the victim.

Rape culture:
A set of cultural attitudes and beliefs about gender and sexuality, e.g., that it is natural and normal for
men to be sexually aggressive and that rape is inevitable.

Rape myths:
False beliefs about rape, rape victims, and rapists, which support rape culture (e.g., victim precipitation,
victim fabrication, victim masochism).

Refractory period:
A period of time following orgasm, during which one cannot be restimulated to orgasm.

Relational aggression:
Behavior intended to hurt others by damaging their peer relationships. Also termed indirect aggression.

Restorative justice:
An alternative approach to the treatment of both rapists and victims, with the basic premise that harm
has been done and that someone is responsible for repairing it.

Role congruity theory:
A theory that holds that people tend to perceive an incongruity between leadership behaviors and the
female role, and therefore are prejudiced against female leaders.

Rumination:
The tendency to think repetitively about one’s depressed mood or about the causes and consequences of
negative life events.

Scarcity hypothesis:
In research on women and multiple roles, the hypothesis that adding a role (e.g., worker) creates stress,
which has negative consequences for mental health and physical health.

Schema:
In cognitive psychology, a general knowledge framework that a person has about a particular topic; the
schema then processes and organizes new information on that topic.
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Self-confidence:
A person’s belief that they can be successful at a particular task or in a particular domain such as athletics
or academics.

Self-conscious emotions:
Emotions about the self, which often have to do with morality or adhering to social norms; includes
guilt, shame, pride, and embarrassment.

Self-efficacy:
A person’s belief in their ability to accomplish a particular task.

Self-esteem:
The level of global positive regard that one has for oneself.

Self-objectification:
Perceiving and valuing oneself as an object to be viewed and evaluated.

Sex-linked trait:
A trait controlled by a gene on the X chromosome (and occasionally on the Y chromosome).

Sexism:
Discrimination or bias against other people based on their gender; also termed gender bias or sex bias.

Sexual disorder:
A problem with sexual responding that causes a person mental distress; examples are erection problems
in men and orgasm problems in women.

Sexual fluidity:
Situation-dependent flexibility in women’s sexual responsiveness to women or men.

Sexual minority:
An umbrella term for all people with a sexual orientation other than heterosexual.

Sexual orientation:
A person’s erotic and emotional orientation toward members of their own gender or members of
another gender.

Sexual selection:
According to Darwin, the processes by which members of one gender (usually males) compete with each
other for mating privileges with members of another gender (usually females), who, in turn, choose to
mate only with certain preferred members of the first gender (males).

Sexualization:
The process of valuing a person only for their sex appeal, sexually objectifying a person, or
inappropriately imposing sexuality on a person.
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Social backlash:
Negative evaluation of someone for violating the norms of their gender role.

Social constructionism:
A theoretical viewpoint that humans do not discover reality directly; rather, they construct meanings for
events in the environment based on their own prior experiences and beliefs.

Social role theory:
A theory of the origin of psychological gender differences that focuses on the social structure,
particularly the division of labor between men and women; also called social structural theory.

Socialization:
The ways in which society conveys to the individual its expectations for their behavior.

Sociobiology:
The application of evolutionary theory to explaining the social behavior of animals, including people.

Spermarche:
The first ejaculation of seminal fluid; also called semenarche.

Spillover:
A process in which positive or negative feelings in one role carry or spill over into another role.

STEM:
An acronym for science, technology, engineering, and mathematics.

Stereotype threat:
A situation in which there is a negative stereotype about a person’s group, and the person is concerned
about being judged or treated negatively on the basis of that stereotype.

Stillbirth:
Spontaneous demise of a fetus after the 20th week of pregnancy.

Stratified reproduction:
A systematic pattern of inequity in which women of color are overrepresented among women with
infertility but are underrepresented among those who receive treatment for infertility.

Substance-use disorder:
A psychological disorder characterized by excessive use of a substance (e.g., heroin), an associated failure
to fulfill major role obligations (e.g., work, school, home), failure to cut back on use, cravings, and using
increasingly greater amounts of the substance over time.

Superego:
Freud’s term for the part of the personality that contains the person’s conscience.
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Tag question:
A short phrase added to a sentence that turns it into a question.

Temperament:
Constitutionally based individual differences in reactivity and self-regulation, such as emotional
intensity, inhibitory control, activity level, and distractibility.

Testosterone:
A sex hormone manufactured by the testes and, in lesser amounts, by the ovaries; one of the androgens.

Traditional masculinity ideology:
A set of cultural beliefs about how boys and men should or should not think, feel, and behave.

Trans-affirmative practice:
Care that is respectful, aware, and supportive of the identities and life experiences of transgender and
gender nonconforming people; also called gender-affirming care.

Transgender:
Describes a person whose gender identity differs from the gender they were assigned at birth.

Translational equivalence:
In multicultural research, whether a scale written in one language and translated into another has the
same meaning in both languages.

Triphasic model:
A model that there are three components to sexual response: sexual desire, vasocongestion, and
myotonia.

Two Spirit:
Among some American Indian tribes, a gender category for individuals who feel they possess both male
and female spirits.

Vacuum aspiration:
A method of surgical abortion that is performed in the first trimester.

Vaginismus:
A strong, spastic contraction of the muscles around the vagina, perhaps closing off the vagina and
making intercourse impossible.

Vasocongestion:
An accumulation of blood in the blood vessels of a region of the body, especially the genitals; a swelling
or erection results.

Visual dominance ratio:
The ratio of the percentage of time looking while speaking relative to the percentage of time looking
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while listening; an indicator of social dominance.

Whorfian hypothesis:
The theory that the language we learn influences how we think.

Womanism:
Feminism rooted in the lived experience of Black women and women of color; also Black feminism.

Womb envy:
In Horney’s analytic theory, the man’s envy of the woman’s uterus and reproductive capacity.

X-chromosome inactivation:
In female fetuses, the process in which one of the two X chromosomes is inactivated or silenced in
nearly every cell, so only one X chromosome functions.
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